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ULLS/SAMS customers submit replenishment requests to SARSS 1, which

 FINISHES

 closeout to SARSS 2 A/D by 1630 EST and transmits to

SARSS 2A/C NLT 1730 EST.  SARSS-2A/C  transmits all business every 2 hours

 thru

 the SARSS Gateway (~1/2 hr transit time).  All

undelayed

 requisitions should  reach 

ICPs 

by 2000 EST.  DDSP pulls down  from the 

Megacenter 

up to 6 times a day. That will get East Coast

MROs

 on the next day’s DDSP truck at 2300 EST for next day delivery.  

Total elapsed time from SARSS 1 

closeout 

to SSA

receipt can be as little as 30 hours using the AMS card to close the shipment.

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1630 daily. 
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ULLS/SAMS customers submit replenishment requests to SARSS 1, which

 FINISHES

 closeout to SARSS 2 A/D by 1830 CST and transmits

to SARSS 2A/C NLT 1830 CST.  SARSS-2A/C  transmits all business every 2 hours

 thru

 the SARSS Gateway (~1/2 hr transit time).  All

undelayed

 requisitions should  reach 

ICPs 

by 2100 CST.  DDSP and DDJC pull down  from the 

Megacenter 

up to 6 times a day. That will get

Central Zone 

MROs

 on the next day’s DDC trucks in time for  next day or day two delivery.  

Total elapsed time from SARSS 1

closeout 

to SSA receipt can be as little as 30 hours using the AMS card to close the shipment.

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1830 daily. 
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ULLS/SAMS customers submit replenishment requests to SARSS 1, which

 FINISHES

 closeout to SARSS 2 A/D by 1530 CET and transmits

to SARSS 2A/C NLT 1600 CET.  SARSS-2A/C (13th COSCOM MMC) transmits all business every 2 hours

 thru

 the SARSS Gateway (~1/2 hr

transit time).  All 

undelayed

 requisitions should  reach 

ICPs 

by 1730 CET (1130 EST).  DDSP pulls down  from the 

Megacenter 

up to 6 times a

day. That will get USAREUR 

MROs

 on the next day’s Emery truck at 1700 EST for next day delivery.  

Total elapsed time from

SARSS 1 

closeout 

to SSA receipt can be as little as 40 hours using the AMS card to close the shipment.

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1530 daily. 
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For all ULLS/SAMS customers, submit replenishment requests to SARSS 1 by 1600 TST.  SARSS 1 accounts ought to 

FINISH

 closeout to

SARSS 2A by 1800 TST.   SARSS 2A transmits to the SARSS-2AC/B NLT 2000 hrs.  SARSS-2AC/B (CTASC) transmits all business every 2

hours thru the SARSS Gateway (~1/2 hr transit time). Without Gateway or DAAS hold time, all undelayed requisitions should  reach ICPs by

0100 TST (1000 EST).  ICP process begins at 1130 EST (0230 TST).  DDJC will begin pull down  from the Megacenter at 2400 PST (1800

TST). That will get USARJ MROs on the COMALOC truck at 1500 that same day for next day flight  

(DOC EST  to DEPOT Ship = 19 hrs).

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1800 daily. 

USARJ 

  1200

  1600

0500

  2400

  1600

0500

  1800

  1200

0500

  2000

SARSS 2A

CLOSE OUT 

NLT 2000 TST

FINISH

SARSS 1

CLOSEOUT

NLT 1800 TST

START

SARSS 1

CLOSEOUT

1700 TST

  1400

     

DDJC STARTS

    MIDNIGHT PULL

DSCC-DSCR

   0100 cycle

  2 1/2 hours

DESC-DSCP

   0000 cycle

  2 1/2 hours

     

DDJC STARTS

   MIDNIGHT PULL

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

  1300 cycle

 2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

0330

ICP RUN

   TIME

1130

   

DDJC STARTS

      SELECTION

   

DDJC SHARPE

     CLOSEOUT &

 TRUCK MANIFEST.

1700

  2400 PST

TRUCK LEAVES

SHARPE 1500

  2400

EASTERN STANDARD TIME

PACIFIC STANDARD TIME

NICPs

  1800

  2400

  1900

DDJC

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DESC-DSCP

  1300 cycle

  2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

   DDJC 

STARTS

   MIDNIGHT PULL

0800

1130

0000

1500

ICP RUN

   TIME

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

Pass Hi-Pri’s immediately

0800

  

1800

  

1700

TOKYO STANDARD TIME

  2400

  

2000

 0000

GMT

1400

TODAY

TOMORROW

TOMORROW

TODAY

TODAY

TODAY

SARSS 2AC/B, 

GATEWAY & 

DAAS PASS 

THROUGH
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For all ULLS/SAMS customers possible, submit replenishment requests to SARSS 1 by 1500 KST.  SARSS 1 accounts ought to 

FINISH

closeout to SARSS 2 AD or to 2AC/B  by 1900 KST.   SARSS-2AC/B (CTASC) transmits all business every 2 hours

 thru

 the SARSS Gateway

(~1/2 hr transit time). Depending on Gateway and DAAS hold times, all 

undelayed

 requisitions should  reach 

ICPs 

by 0100 KST (1000 EST).

ICP process begins at 1130 EST (0230 KST).  DDJC will begin pull down  from the 

Megacenter 

at 2400 PST (1800 KST). That will get USFK

MROs

 on the COMALOC truck at 1500 that same day for next day flight  

(DOC EST to DEPOT Ship = 19 hrs).

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1900 daily. 
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For all ULLS/SAMS customers possible, submit replenishment requests to SARSS 1 by 1200 HST.  SARSS 1 accounts ought to 

FINISH

closeout to SARSS 2 AD or to 2AC/B  by 1400 HST.   SARSS-2AC/B (CTASCII) transmits all business every 2 hours

 thru

 the SARSS

Gateway (~1/2 hr transit time). Depending on Gateway and DAAS hold times, all 

undelayed

 requisitions should  reach 

ICPs 

by 1800 HST

(2400 EST).  ICP process begins at 0000 EST (1800 HST).  DDJC will begin pull down  from the 

Megacenter 

at 2400 PST (2200 HST). That

will get HAWAII 

MROs

 on the COMALOC truck at 1500 the next day for next day flight  

(DOC to DEPOT Ship = 20 hrs).

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1400 daily. 
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ULLS/SAMS customers submit replenishment requests to SARSS 1, which

 FINISHES

 closeout to SARSS 2 A/C by 1730 MTZ.  SARSS-2A/C

(321ST TSCMMC) transmits all business every 2 hours

 thru

 the SARSS Gateway (~1/2 hr transit time).  All 

undelayed

 requisitions should

reach 

ICPs 

by 2130 MTZ (1130 EST).  DDSP pulls down  from the 

Megacenter 

up to 6 times a day. That will get ARCENT 

MROs

 on the next

day’s Emery truck at 1700 EST for next day delivery.  

Total elapsed time from SARSS 1 

closeout 

to SSA receipt can be as

little as 43 hours using the AMS card to close the shipment.

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1730 daily. 
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ULLS/SAMS customers submit replenishment requests to SARSS 1, which

 FINISHES

 closeout to SARSS 2 A/D by 1630 EST and transmits to

SARSS 2A/C NLT 1730 EST.  SARSS-2A/C  transmits all business every 2 hours

 thru

 the SARSS Gateway (~1/2 hr transit time).  All

undelayed

 requisitions should  reach 

ICPs 

by 2000 EST.  DDSP pulls down  from the 

Megacenter 

up to 6 times a day. That will get East Coast

MROs

 on the next day’s DDSP truck at 2300 EST for next day delivery.  

Total elapsed time from SARSS 1 

closeout 

to SSA

receipt can be as little as 30 hours using the AMS card to close the shipment.
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ULLS/SAMS customers submit replenishment requests to SARSS 1, which

 FINISHES

 closeout to SARSS 2 A/D by 1830 CST and transmits

to SARSS 2A/C NLT 1830 CST.  SARSS-2A/C  transmits all business every 2 hours

 thru

 the SARSS Gateway (~1/2 hr transit time).  All

undelayed

 requisitions should  reach 

ICPs 

by 2100 CST.  DDSP and DDJC pull down  from the 

Megacenter 

up to 6 times a day. That will get

Central Zone 

MROs

 on the next day’s DDC trucks in time for  next day or day two delivery.  

Total elapsed time from SARSS 1

closeout 

to SSA receipt can be as little as 30 hours using the AMS card to close the shipment.

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1830 daily. 
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For all ULLS/SAMS customers, submit replenishment requests to SARSS 1 by 1600 TST.  SARSS 1 accounts ought to 

FINISH

 closeout to

SARSS 2A by 1800 TST.   SARSS 2A transmits to the SARSS-2AC/B NLT 2000 hrs.  SARSS-2AC/B (CTASC) transmits all business every 2

hours thru the SARSS Gateway (~1/2 hr transit time). Without Gateway or DAAS hold time, all undelayed requisitions should  reach ICPs by

0100 TST (1000 EST).  ICP process begins at 1130 EST (0230 TST).  DDJC will begin pull down  from the Megacenter at 2400 PST (1800

TST). That will get USARJ MROs on the COMALOC truck at 1500 that same day for next day flight  

(DOC EST  to DEPOT Ship = 19 hrs).

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1800 daily. 
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For all ULLS/SAMS customers possible, submit replenishment requests to SARSS 1 by 1500 KST.  SARSS 1 accounts ought to 

FINISH

closeout to SARSS 2 AD or to 2AC/B  by 1900 KST.   SARSS-2AC/B (CTASC) transmits all business every 2 hours

 thru

 the SARSS Gateway

(~1/2 hr transit time). Depending on Gateway and DAAS hold times, all 

undelayed

 requisitions should  reach 

ICPs 

by 0100 KST (1000 EST).

ICP process begins at 1130 EST (0230 KST).  DDJC will begin pull down  from the 

Megacenter 

at 2400 PST (1800 KST). That will get USFK

MROs

 on the COMALOC truck at 1500 that same day for next day flight  

(DOC EST to DEPOT Ship = 19 hrs).

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1900 daily. 
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For all ULLS/SAMS customers possible, submit replenishment requests to SARSS 1 by 1200 HST.  SARSS 1 accounts ought to 

FINISH

closeout to SARSS 2 AD or to 2AC/B  by 1400 HST.   SARSS-2AC/B (CTASCII) transmits all business every 2 hours

 thru

 the SARSS

Gateway (~1/2 hr transit time). Depending on Gateway and DAAS hold times, all 

undelayed

 requisitions should  reach 

ICPs 

by 1800 HST

(2400 EST).  ICP process begins at 0000 EST (1800 HST).  DDJC will begin pull down  from the 

Megacenter 

at 2400 PST (2200 HST). That

will get HAWAII 

MROs

 on the COMALOC truck at 1500 the next day for next day flight  

(DOC to DEPOT Ship = 20 hrs).

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1400 daily. 
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ULLS/SAMS customers submit replenishment requests to SARSS 1, which

 FINISHES

 closeout to SARSS 2 A/C by 1730 MTZ.  SARSS-2A/C

(321ST TSCMMC) transmits all business every 2 hours

 thru

 the SARSS Gateway (~1/2 hr transit time).  All 

undelayed

 requisitions should

reach 

ICPs 

by 2130 MTZ (1130 EST).  DDSP pulls down  from the 

Megacenter 

up to 6 times a day. That will get ARCENT 

MROs

 on the next

day’s Emery truck at 1700 EST for next day delivery.  

Total elapsed time from SARSS 1 

closeout 

to SSA receipt can be as

little as 43 hours using the AMS card to close the shipment.

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1730 daily. 
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Distribution Management Guide for Change Agents

and Site Improvement Teams
1.
Introduction
a.
   This guide is aimed at the Distribution Management (DM) Site Improvement Teams (SIT) and MACOM Change Agents (CA) in the Army and logistics soldiers and civilians who work in the warehouses and the repair facilities every day.  Those who conceive of process improvement methodologies, who write about them, who teach them, and who extol their virtues are powerless without the support of the soldiers and civilians who must actually embrace the changes suggested by the DM program. 

b.
DM is an approach for improving the responsiveness and efficiency of the Army’s entire logistics system.  Its methodology seeks to define, measure, and improve the Army’s logistics processes to enhance readiness through the rapid adoption of new business processes so soldiers know what right looks like and act on that knowledge. DM is affecting all Army logistics organizations and the warfighters they support.

c.
No longer a Department of the Army project, DM has become a Total Army program, involving all MACOMs, installations, divisions, the Department of Defense (DoD) and other supporting Federal agencies.  The Defense Logistics Agency and the General Services Administration are involved in helping the Army achieve its DM goals worldwide.  Likewise, members of private industry who are integrated into the supply chain through distribution and installation support contracts have a growing role to play in helping the Army reduce overall logistics support costs.  Distribution Management reflects a paradigm shift in the way Army logistics business will be conducted. 

2. Purpose. 

This Handbook is a guide and reference for CAs and SIT members to use to start and maintain installation SITs, and the installation DM program.  It provides information and a condensed set of procedures to train MACOM CAs who will support installation/division personnel in establishing and managing SITs, the people who will actually drive DM institutionalization in the Army.

3.
Background

a.
A Short History of Distribution Management  

(1)
The DM program evolved from a series of in-depth analyses performed in the mid to late 1980s by the Military Logistics Program of RAND’s Arroyo Center, a federally funded research and development center sponsored by the United States Army.  To provide leadership and vision for change, the Army Deputy Chief of Staff, Logistics (DCSLOG) instituted the Distribution Group (VG) during a January 1995 meeting of more than two dozen senior logisticians.  The US Army Combined Arms Support Command (CASCOM) Commander was appointed as the DM Responsible Agent and Program Manager, and tasked with managing the DM program for the Army.  

(2)
The goal of Distribution Management has always been to reduce total system costs and optimize supply chain performance by simplifying the Army’s logistics processes.  DM seeks to reduce non-value-added activities such as awaiting inspection or redundant manager reviews for requisitions.  TRADOC PAM 525-53, Combat Service Support Concept, defines the Distribution Management mission.

"Distribution Management will be aimed at enhancing the CSS system’s capability of getting support into the hands of the soldier as fast as any first-rate commercial firm, while providing a hedge against unforeseen interruptions in the CSS pipeline.  The focus of DM is on CSS processes and how they can be improved.  It will find and eliminate sources of delay and undependability in the Army’s CSS processes.  It will ultimately result in reduced stocks and real dollar savings as the Army replaces mass with precision and speed."  TRADOC PAM 525-35, paragraph 3-1. b. (4). 

(3) Distribution Management is further defined in FM 100-10. 

“ A related initiative associated with speed of the CSS system is Distribution management (DM). It is a total quality management program aimed at optimizing the Army’s entire supply chain process by using a simple three-step methodology: Define, Measure and Improve. DM’s objective is to find and eliminate non-value processes that cause delays in the Army’s supply chain. DM strives to provide world-class logistics support, while providing a hedge against unforeseen interruptions in the logistics pipeline by leveraging information technologies and optimizing its process.  Overarching objective is to get logistics support into the hands of the warfighter in days or hours, not weeks.  DM’s vision is to streamline the Army’s logistics processes to ensure that soldiers receive the same quality of service that they would if the service were provided by a commercial firm. A key component to the DM program is the establishment and sustainment of a Site Improvement Team (SIT) by commanders.

SIT’s are organized by commanders to focus on all logistics processes.  Membership of the SIT should comprise local leaders and technical experts that work with the supply chain on a regular basis.  At a minimum, the SIT should be formed with a sufficiently broad range of members to address the complexity of the organization’s logistics processes.  Someone from every element involved in an organization’s logistic processes should be included.  The SIT simply employs the Define, Measure and Improve methodology for supply chain optimization at the organization’s level.  The program of the SIT should include review of DM established metrics and those metrics listed in AR 710-2 and AR 750-1, and translation of these metrics into logistics objectives for the organization.

Ultimately, DM enhances total logistics performances as the Army replaces “iron mountains” with precision, speed and tailored logistics, providing a more predictable, versatile and mobile logistics system for the warfighters.”  FM 100-10, paragraph 1-28.


(4)
The Distribution Management Methodology (commonly referred to as define, measure, improve (D-M-I) consists of three (3) basic steps.  (See Appendix B, Process Mapping.)

(a)
Define the process.  This includes determining customers, inputs, outputs, and activities.  This is best accomplished using the walk through process to establish a common understanding.  A walk through is a physical process "tour" through the logistics offices and facilities and includes informal dialog with the soldier and civilian workforce who explain how they do logistics processes.  Information received during the process walk through will be used to develop the process map described in Appendix B.

(b)
Measure process improvements.  This is accomplished through defining data requirements, establishing metrics, determining baseline performance, and obtaining performance data to use in the measurement process. 

(c)
Improve the existing process.  This is done by setting local objectives, designing "new" process flows, developing "report cards" to report improvements, and implementing the changes needed to accomplish those goals.  

b.
Institutionalizing Distribution Management in the Army

(1)
The DM goal is continuous logistics process improvement through change.  As DM ideas for change are proposed, they generally will either have a policy, doctrinal or training impact, or all three.  Some of these changes will be under the control of local leadership; others require support of Army or DoD leadership.  The actions required to institutionalize the DM method in Army policy, doctrine and practice are addressed in two broad categories:

(a)
Local changes within the approval authority of unit and installation commanders that are not in opposition to superior policy or doctrine.  In DM, these changes are often referred to as "low hanging fruit" for their ease of implementation.  Many DM success stories have emerged from this category. 

What is Low Hanging Fruit?

Many units continue to request repairable items on paper DA Form 2765-1E.  This causes additional work for all involved, since the SSA must manually enter the same data that was created by the ULLS clerk.  For most units, this adds no value since the paper form is filed or discarded.  No additional information is passed on the hard copy, and it is rarely used in the repairable reconciliation process.  Changing the appropriate parameter in ULLS to “HARD COPY” NO will reduce workload at the ULLS station and at the SSA.

Distribution of the FEDLOG catalog is accomplished through the Army Publications process.  Every ULLS user must have the latest version of the CD-ROM catalog to update the ULLS internal catalog and as a reference for items not carried in the internal ULLS catalog.  An obsolete CD-ROM catalog causes delays through rejected requisitions and turn-ins.  Unit commanders who insist on the latest FEDLOG catalog in their ULLS stations help to improve the Distribution of their own supply processes.

(b)
Changes requiring some modification to an Army-level policy and/or doctrine that is then institutionalized Army-wide.  These changes often emerge as proposals from the DM Process Improvement Teams (PIT) to the Distribution Group (VG).

Early in the DM program, it became clear that by increasing the proportion of scheduled, dedicated truck missions over less-than truckload (LTL) missions in CONUS, the gain would be worth the added cost.  Following detailed route analysis conducted by the DM Team at Fort Lee, several routes for distribution of materiel from DLA depots were switched from LTL slow to scheduled fast routes, going on trucks that might not be fully loaded.  Scheduling and coordinating deliveries between the shipping depot and the receiving SSAs encouraged Pit Crew Mentality at the time of arrival, all but eliminating installation processing time.


The Stockage Determination PIT has championed an initiative called Dollar Cost Banding (DCB).  DCB is an alternative to current Army ASL (authorized stockage list) stockage determination criteria. DCB is the process of determining stock levels by taking into account demands accrued, dollar value, and urgency of need to form a realistic, cost effective, and supportive ASL. DCB has achieved its main objective of increasing readiness, reducing customer wait time, and holding down costs by stocking more less-costly items while stocking less of more expensive and bulky items. The DCB process resides in DA ILAP and is available to the entire Army for implementation. 

(2)
The following DM Program Objectives, once attained, will become the characteristics of an institutionalized DM Program.  Each member of the DM Team, whether on the Army Staff, at CASCOM, in the MACOM staffs, on the PITs, in SITs or in the force has some role to play in helping the Army institutionalize DM. 

(a)
Army will ensure DM a wartime theater distribution battlefield application through concepts such as distribution-based force projection with time definite delivery, through inclusion in doctrinal and training literature, and through instruction for officers and non-commissioned officers at TRADOC Schools. 

(b)
Army must sustain POM funding to continue DM management and training efforts. 

(c)
Army must recognize and authorize essential program management personnel in authorization document(s). 

(d)
Army must formalize the ad-hoc DM collaboration created among the various DoD logistics leaders that collectively comprise the VG. 

(e)
Distribution Group must conduct a Senior Logisticians VG conference at least semi-annually to provide a forum for DM PITs and selected SITs to present the status of their program objectives. 

(f)
Army MACOMs must establish DM SITs at installations and in appropriate commands, and support them through their MACOM Change Agents (CA). 

(g)
All must use the Logistics Integrated Data Base (LIDB) DM Pipeline Analyzer routinely as the principal means of evaluating logistics system cycle time performance in the field Army. 

(h)
All must use DM metrics to evaluate program performance in terms of dollar cost avoidance and saving. 




(i)
Army must include DM in Army Policy. 

(j)
Leaders must include the above objectives in OER Support Forms and Civilian Evaluation Report Support Forms and through NCO counseling for all leaders in the DM Program Management business.

c. The Organization for Distribution Management
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ULLS/SAMS customers submit replenishment requests to SARSS 1, which

 FINISHES

 closeout to SARSS 2 A/D by 1530 CET and transmits

to SARSS 2A/C NLT 1600 CET.  SARSS-2A/C (13th COSCOM MMC) transmits all business every 2 hours

 thru

 the SARSS Gateway (~1/2 hr

transit time).  All 

undelayed

 requisitions should  reach 

ICPs 

by 1730 CET (1130 EST).  DDSP pulls down  from the 

Megacenter 

up to 6 times a

day. That will get USAREUR 

MROs

 on the next day’s Emery truck at 1700 EST for next day delivery.  

Total elapsed time from

SARSS 1 

closeout 

to SSA receipt can be as little as 40 hours using the AMS card to close the shipment.

MESSAGE to SARSS 1 sites

:

1. Establish today’s work today
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Figure 1.  Organization for DM

(1)
The Distribution Group.  The VG is a coalition of Flag Officers and Senior Executive Service civilians with a common vision: the need for change and the commitment to span the inherent organizational functionalism essential to bring about that change.  The VG guides and supports DM institutionalization.  It provides the leadership and vision for change, sets broad goals and guidelines, defines the scope and pace of implementation, and helps waive outdated regulations and other official policies.  The VG also interfaces and coordinates with DoD agencies such as United States Transportation Command (USTRANSCOM), the Defense Logistics Agency (DLA) and the Office of the Secretary of Defense (OSD).  The VG provides high-level program course direction and corrections and ensures institutional commitment to DM.

(2)
Program Manager (Responsible Official).  Overall program management will be accomplished by the Commander, CASCOM in his capacity as Responsible Official and Program Manager (PM) for DM.  As the Responsible Official, he will establish and operate a DM Program Management Office.  A Program Management Team will be maintained to direct and coordinate the day-to-day activities of the Program.



(3)
Change Agents (CA).  A CA is an individual designated and empowered by a VG member to interact on his behalf with other CAs, Process Improvement Teams (PIT), and Site Improvement Teams (SIT).  These individuals are the staff liaison for the VG member and provide advice and input to DM.  The CA should have ready and visible access to the VG member appointing him. A VG participant may appoint one or more CAs. Army MACOM CAs in particular provide the initiative to guarantee implementation of process improvements proposed from DM. 



(4)
PITs are organized to focus on broad logistics processes.  The DM program is currently using two PITs (Distribution and Repair).  The VG may establish additional PITs as necessary.  PITs will examine logistics processes to determine where improvements can be made to achieve the goals of DM, develop improvement proposals, and recommend strategies for technical implementation of recommended changes.  PITs will bridge the functional organizational structure of the Army to deal directly with systemic logistics process problems.  Each PIT will identify agencies in the Army and DoD responsible for functions that impact or will be impacted by the mission and obtain and maintain representation on the PIT.  PITs span the traditional functional "stovepipes" that can inhibit communications and problem solving.



(5)
SITs are organized on Army installations by the installation commander to focus on all logistics processes.  Membership suggestions for the SIT are discussed below.  The program of the SIT should include review of DM metrics, translation of those metrics into logistics process objectives for the installation, and training in the worksites on the installation to define, measure, and improve local processes.  SITs should be formed with a sufficiently broad range of members to address the complexity of the installation logistics processes.  Someone from every element involved in an installation's logistics processes must be included.

4.
Responsibilities and Duties of Change Agents


a.
Change Agent Responsibilities to the Distribution Group Member



(1)
The Distribution Group is following an aggressive management and oversight program to identify issues, implement corrective actions, track progress and ensure that all participants are kept informed.  Extended logistics processes (e.g., requisition wait time [RWT], customer wait time [CWT], and repair) are not "owned" by a single Army manager.  Teams of Army cross-functional technical experts can develop practical dramatic change proposals in response to the VG's goals for improved performance.  The VG will provide the leadership necessary to implement PIT recommendations from the top down.  Change Agents are part of that leadership.



(2)
Each Distribution Group Board Member has designated a senior staff member to act as his CA.  This individual is also staff liaison to the CASCOM DM Team and provides leadership and management for MACOM process changes.  



(3)
Changing the Army culture to be more receptive to changes in the Army logistics system is a difficult challenge.  To do that, CAs must widely disseminate the concepts and principles of DM to Army logistics managers and technicians in their MACOM.  CAs will assemble and train DM assistance teams to accomplish this.  Change Agents are the real champions for logistics process improvements, and must serve as focal points within their organizations to inspire improvements to the whole system.  Army MACOM CAs in particular provide the initiative to guarantee implementation of process improvements endorsed by DM. 


b.
CA Responsibility to Site Improvement Teams

(1)
The Vice Chief of Staff, Army, mandated that every installation and activity will have a SIT.  CAs have the responsibility to promote this establishment and to support their SITs with command interest, information and training. 

(2)
The first step in establishing a SIT should be for the MACOM CA to open DM discussions with the installation commander or his staff principal.  One of the goals of this handbook is to provide the Change Agent with the tools to establish and support SITs within the MACOM and/or command. 

"Unless logistics managers have the proper orientation before embarking on a quality program, they undertake the journey with no particular destination in mind and wander into failure."  

The Logistics Handbook by the Andersen Consulting Company
c.
CA Duties

(1)
Goal Setting and Assessment

(a)
CAs interpret Army DM goals into MACOM and installation/command objectives.  If you use this guide and focus on the annual DM goals as detailed on the DM Homepage, you can provide your SITs with the proper orientation to assure success. Access the DM Homepage at http://www.cascom.lee.army.mil/DM/

(b)
Once a process has been defined, the proper metric can be established to measure the changes in the process.  Improvement efforts can begin once meaningful metrics have been established and the SIT has the ability to capture the data necessary to measure the process.  Much of this data is available from the ILAP, LIDB, or from the RAND database.  

(c)
The D-M-I process is never complete.  DM is a continuous process improvement program.  This means that as soon as an objective is reached and progress in the metrics is noted, it is time to raise the bar and start over. 

(d)
How do you implement change?  This guide will give you the basics to establish and train a SIT to do their own process analysis, which will result in change.  (See Appendix B, Process Mapping.) 

(2)
Establishing SITs 

(a)
One of the first duties that MACOM CAs have in launching or re-energizing a DM SIT is to lead an initial walk through of the installation and/or command within that MACOM.  A walk through is the "Define" component of the DM "Define, Measure, and Improve" methodology and is a physical process "tour" through the installation’s logistics offices and facilities and includes informal dialog with the soldier and civilian workforce who can explain and demonstrate how they do logistics processes.  The CA or the SIT can request support from the CASCOM DM team in conducting this walk through.  The strength of the DM walk through is that it is NOT an inspection, and no formal report will be rendered.  It is an assistance visit designed to help logistics operators identify and improve their own processes using DM techniques.  The walk through is designed to train and encourage the SIT to develop logistics process maps.  (See Appendix B, Process Mapping.) 

(b)
The key questions to ask during the initial walk through are:

1
What are your procedures and why do you do them this way?

2
Does this activity/process add value to the overall process?

3
How does the perception of the leadership match the actual process as described by the workers?

4
How does this activity impact on other activities in the process?  

5
How will changes to this activity affect other activities?

6
Where are the bottlenecks in this process?





7
What would you do to improve this process?

(c)
Guidelines for CAs in managing the DM Program

1
Serve as mentor to the SITs.  Ensure that all of your installations/commands have active SITs.

2
Get involved in DM.  Whenever possible, attend your installation/command SIT walk throughs.

3
Share information among SITs.  Pass your concerns on to your VG member.

4
Analyze performance statistics posted to the DM Homepage at http://www.cascom.army.mil/DM/ or the ILAP software loaded on your computer.  DA ILAP software can be obtained from LOGSA by calling DSN 645-9751 or e-mail to www.ilap.army.mil. A user ID and password can be obtained by logging on to the DA ILAP Homepage at www.ilap.army.mil. These reports can be used to determine trends and potential problems.  

5.
Responsibilities and Duties of SITs


a.
Responsibilities 



(1)
Commanders




(a)
Installation or Major Subordinate Commanders should appoint a SIT Leader on additional duty orders who will lead that installation’s SIT.  The real progress of DM is achieved by the SIT.  SITs should be formed with a sufficiently broad range of members to address the complexity of the installation logistics processes.  Someone from every element involved in an installation's logistics and financial processes must be included.  Anyone, from the command group to parts clerks, mechanics, to financial managers can be on a SIT.  The installation-level SITs should include the installation staff and Table of Distribution and Allowances (TDA) elements in interaction with any Army Table of Organization and Equipment (TO&E) elements residing on the installation.

(b)
Members of the SIT should be on additional duty orders.  This will ensure that the right people are on the team and will let the team members know that the Commander is involved and interested in the progress of the team.  Additionally, SIT duty should generate an entry on Support Forms for Officers and Civilians and a Quarterly Counseling item for NCOs.  (See Appendix C, Personal Logistics Performance Objectives, for examples.)




(c)
Include a DM update in installation R&A briefings. 




(d)
Provide support for SIT efforts through command information channels and attend periodic SIT reviews.


(2)
SIT Leader

(a)
The SIT leader conducts the installation DM program.  He should be empowered to make process change decisions recommended by the SIT. He assembles the SIT members periodically to review the installation DM status and to do their own walk throughs at installation logistics activities.  The SIT leader should invite the installation commander to the SIT DM status review.  

(b)
The SIT leader is the champion for system improvements that will sharply reduce processing times and maintain or add quality to the logistics processes in the installation/command.  Once a SIT determines that some logistics process at its site is non-value adding, it re-engineers (changes) the process to eliminate or redirect unnecessary activities.  It can revise local written process documents, and must monitor the improved process to ensure that the workforce has accepted it as a permanent change.  Better logistics processes implemented through change to local policy can be as simple as changing a local procedure.  The SIT leader should define and drive such changes.




(c)
Further, the SIT leader should ensure institutionalization of the re-engineering action, probably through the command’s Internal Control Program IAW AR 11-7, Internal Review and Audit Compliance Program.  The SIT may find that what may appear to be a local procedure is in fact a local derivative of an Army or MACOM policy, especially with regard to installation logistics operations.  If this is the case, then the SIT must bring the issue to the attention of the appropriate MACOM CA, the appropriate PIT, or the CASCOM DM Team.




(d)
Who to talk to on the installation.  The SIT leader will need to establish and maintain personal contact with the following installation and unit personnel:





1
The Director of Logistics (DOL) and his chiefs of supply and maintenance.  Include in this list the accountable officer for the SARSS-Army Working Capital Fund (AWCF) activity, the chiefs of the DOL warehouse and the Central Receiving Point (CRP), and the Operations and Maintenance, Army (OMA) SARSS-1 activity.





2
The Installation Transportation Officer (ITO).  This person will be instrumental in adjusting shipping modes, schedules, TAC addresses, and other such functions.  At some posts the ITO operates the CRP.





3
The Director of Resource Management (DRM)/Comptroller.  This officer will be helpful with logistics-financial interfaces, especially at times of resource constraint.  





4
All tactical unit Supply Support Activity (SSA) chiefs/accountable officers.  These experts comprise the SARSS 1 "brain trust" for the installation and should be team members.  





5
All tactical unit DS/GS maintenance chiefs.  Like the SSA chiefs, these people are part of the maintenance "brain trust" and can help with repair cycle processes.





6
Anyone else who gets involved in logistics processes.  This can include Material Management Center, Movement Control Center, Division Materiel Center, Army Materiel Command Logistics Assistance Officers, Defense Logistics Agency personnel, and Corps/Division logistics staff officers. 





7.
Material Management Center Commodity Item Managers.

(3)
Team Members:




(a)
Members of a SIT will be the champions of change for their units and activities, and will participate in actual improvement implementations they develop. 

(b)
Using the DM methodology, SIT members will be responsible for actually finding, making, and documenting changes in their processes. The SIT assumes leadership for identifying local system improvements that will reduce processing times and maintain or add quality to the logistics processes.  SITs will aid in the implementation of system wide improvements developed by DM PITs. 

(c)
SIT members must be familiar with the DM program goals and, after reviewing local performance data, focus their efforts on the logistics functions that can be reengineered to improve that performance.  (See Appendix B, Process Mapping, for details.)

b. 
Duties 
(1) 
Process Mapping. As the SIT walks through a logistics process on its installation, it develops a map of that logistics process. With the map in hand, the SIT analyzes the logistics process as it is performed by the soldiers and civilians on the installation. The SIT must get out into the activities, beginning at the source and actually walking along with that operator as he interfaces with his customers. During this process, inefficiencies and non-value added steps are revealed, improvement actions can be better described and a plan developed to help reengineer the process. It is most important to use an integrated team during the walk through so that the knowledge of each member can be applied to the process under observation. (See Appendix B, Process Mapping.)
(2) 
Data Collection and Performance Reports. The DM Program has established its data requirements with the Army Materiel Command Logistics Support Activity (LOGSA), the Army’s Data Manager, and at RAND.
(a) 
Requisition Wait Time (RWT) Data Collection and Performance Reports 
1 
The RWT performance reports include the Individual the Logistics Integrated Data Base (LIDB) DM Pipeline Analyzer Performance Report, and the RAND formatted RWT segmental analysis reports . The DM Pipeline Analyzer (LIDB) reports are based on a forward-looking “snapshot” methodology, which provides current performance in each pipeline segment as well as total average RWT. It is the best method for identifying current problems in each segment. SITs should have at least one registered LIDB user with the ability to extract logistics process performance information for the installation/command. 
2 
In order to obtain the LIDB software, call LOGSA at DSN 645-9751, or e-mail to LIDB@LOGSA.army.mil. Once you obtain the software call the same number to obtain a user ID and password. LIDB is not available through download from LOGSA. Contact LIDB@LOGSA.army.mil more information about LIDB. Figures 2 through 4 illustrate the LIDB screens. Figure 2 is a DM Pipeline Analyzer Performance report for Fort Stewart, GA for October 1998. Figure 3 is the same report for one DODAAC at Fort Stewart, and Figure 4 is a breakout report showing the time in days to establish all requisitions from the unit for the month.

3 
In Figure 2, each segment of the Pipeline Performance Indicator (PPI) is identified. LIDB shows the status of the pipeline at the time of the report. There were 1974 requisitions processed out of Fort Stewart in October 1998. As of 3 November 1998, 1788 were documented processed at the NICP, 846 were documented processed at the depot, and 892 closed at Fort Stewart in October for average CWT of 9.08 days.

Figure 2. LIDB Installation RWT DM Pipeline Performance Report

Figure 3. LIDB DODAAC RWT Pipeline Performance Report

4 
Figure 3, above, shows the same information as Figure 2, but for one DODAAC. Note that the SSA processed more receipts than requisitions. Total CWT for this SSA for October is, therefore based on 182 requisitions that closed in that month, for an average of 9.57 days. The 1999 DM CONUS goal is 6 days.
5 
Figure 4, below, is a report of requisition processing for the DODAAC in Figure 3. It shows that this SSA established 17 requisitions, or 22.4 percent of the monthly total on the same day they were dated in SARSS. All 76 of the monthly total were established by the 3d day. The DM goal is 1 day for all. This screen is obtained by clicking on the "REQ PROC" PPI segment. Each PPI can be expanded the same way. To back out, click on the red "X". 

Figure 4. LIDB DODAAC RWT Requisition Processing Report

6 
RAND has developed DM RWT segmental analysis reports and provides them on the DM website. Using LIDB data, RAND creates a set of monthly DM reports based on a reverse pipeline logic. This is a powerful analytical tool that reflects historical information and not current performance. This approach is useful in capturing central tendency through an historical view, and is the source of RWT data on the DM website under DM Performance Reports "What the Vice Chief Sees." These reports serve as status marks for the effect of process changes, but will not always provide results identical to the LIDB. (See Appendix D, RAND RWT Reports for information on how to access this data.) 
(b) 
RC Data Collection, and Performance Reports
1. 
The Equipment Downtime Analyzer (EDA) decomposes lost equipment readiness in order to help commanders and staffs at all echelons to quickly and effectively diagnose the root causes of problems and to determine which process improvement initiatives or investments would create the greatest improvement. By displaying performance results for equipment failure rates and each segment of the end-to-end repair process and the supporting supply chain in an intuitive structure, the EDA facilitates the identification of areas of excellence and areas that may be under achieving within maintenance operations (to include preventive maintenance) and the supply chain. In short, the EDA will provide information that will improve the Army’s ability to make well-informed decisions with regard to improving equipment readiness. 

2. 
The EDA consists of three parts: a graphical user interface (GUI) to allow comparisons of different units and end items, reports geared to specific issues (e.g., number of failures and downtime by end item serial number or readiness driving parts by fleet), and a deadlining repair database. The GUI is pictured on the next page:

Figure 5. Equipment Downtime Analyzer Report in ILAP

3. The source data for the EDA reside in the Army’s organizational and support maintenance STAMIS and the CTASC document history files. The EDA saves the daily deadline information that is passed from the ULLS to the SAMS system to generate the 026 print or daily deadline report (by archiving the deadline reports in the Integrated Logistics Analysis Program (ILAP) and integrates it with supply information. The EDA covers deadlining repairs only, and it is dependent upon good data entry in ULLS and data transfer from ULLS to SAMS and then to the ILAP.

4. The EDA will become part of the ILAP and then the GCSS-A. Initial trial rollout is scheduled for March (with potential delay from data coordination issues) for selected III Corps units with complete rollout scheduled for completion by August 2002. 

 (c)
Various systems can be used to analyze the effects of credits and prices on the customer, their budget, and the supply and financial reconciliation process. The Standard Financial System (STANFINS) is the formal defense accounting ledger for all obligations and disbursements of Operations and Maintenance Army (OMA).  DCAS, a commitment database using STANFINS output, is organized by Element of Resource (EOR) which includes civilian pay, travel and per diem, contracts, and supplies. 

    (d)

The Stockage Determination performance reporting system is in SARSS and the Integrated Logistics Analysis Program (ILAP). ILAP provides a blending function, integrating inputs from the above systems. ILAP is an offline, non-STAMIS database that is used to assist in the logistics and financial management process.  The database uses information from SARSS, dCAS, STARFIARS, and STANFINS to track requisitions and turn-ins and combines that information from the logistics and financial management processes into standard or ad-hoc query reports. 

(e)
Local sources.  Unique installation management systems are also sources of information for SITs to use. 

(3) Single Stock Fund (SSF) 

(a) SSF is a Department of the Army (DA) initiative to reengineer inventory management functions and associated financial processes throughout the Army. Army Materiel Command (AMC) operates the commodity-oriented wholesale level and the Army commands perform the retail level management functions at Army posts and installations. This traditional separation sub-optimizes Army logistics because it involves independent requirements determination and maintenance repair requirements processes, accumulates excess stocks, and duplicates workload requirements and processes. When it is fully implemented, the SSF will consolidate the management of existing wholesale, theater, corps and installation, and division ASL inventories into a seamless logistics and financial system, thereby creating a single virtual supply and maintenance operation. The SSF will change the way the Army operates at every installation, every corps and division support command, and every Army Materiel Command (AMC) integrated materiel management center. 

(b) The SSF Campaign Plan is comprised of four milestones. While movement from one milestone to the next will be event-driven, target dates have been established (Figure 6).

· Milestone 0 focuses on maintaining fiscal solvency and preparing for implementation of SSF.

· Milestone 1 focuses on incorporating theater and corps/installations Army Working Capital Fund (AWCF) assets under AMC’s management.  

· Milestone 2 focuses on incorporating operations & maintenance (O&M) stocks above the Division ASL into the SSF.

· During Milestone 3, all O&M stocks above the Prescribed Load List (PLL) and shop stock will be included in the SSF.


Figure 6. Single Stock Fund

(4)
Cycle Synchronization

(a)
The world of Army logistics processes runs in cycles, either hourly, daily, weekly, monthly, or annually.  A knowledge of the timing of logistics cycles and their effect on installation logistics processes can, if used wisely, decrease total cycle time and speed the delivery of materiel to the requesting organization.  SITs can examine requisition and repair cycle times, compare them to the national cycles they join, and identify improvements. 
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Figure 7.  West Coast Cycle Synchronization

(b)
A recent review of the Class IX repair parts requisition cycle at a west coast installation revealed that there was an alternative cycle that offers the potential for improvement.  The installation SARSS 2AD was closing out at 2200 hrs. daily, missing the opportunity to enter the same day (day 0) Inventory Control Point (ICP) cycles, the first of which began 2 hours earlier at 2000 hrs (PST).  By missing those ICP runs, they also missed the Defense Depot San Joaquin (DDJC) midnight pulldown from the ICP MRO output cycles.  The installation resupply cycle caught the midday ICP runs on day 1, but their requisitions had to wait until the next DDJC pulldown at midnight to be picked, packed, loaded on the truck on day 2 and shipped to arrive on day 3.  This all assumes no interruptions, weekends, etc. which will routinely happen.

(c)
The DM cycle synchronization alternative proposal is for the installation to start its cycle as shown on the top bar of Figure 7. It amounts to a 4-hour cycle back up.  By doing that, the "day 0" installation cycle will enter the ICP cycle that evening, get pulled by DDJC on day 1, and delivered on day 2. 

(d) Clearly this is a "best case" scenario, but ought to apply to most low-priority replenishment requisitions, which are the majority of items that fix equipment.  The point is NOT to reduce CWT for statistics sake, but to move parts quicker by catching windows in the national system and making them work for us. Cycle synchronization charts for other CONUS regions can be found in Figures 9 and 10. 


Figure 8. East Coast Cycle Synchronization


Figure 9. Mid-America Cycle Synchronization

(e) OCONUS SARSS activities also stand to gain significant advantages by analyzing their cycles and comparing them to the national cycles. Cycle synchronization charts for OCONUS sites can be found in Figures 10, 11, 12, 13 and 14.


Figure 10. USAREUR Cycle Synchronization 


Figure 11. USARJ Cycle Synchronization

Figure 12. USFK Cycle Synchronization

                   Figure 13. Hawaii Cycle Synchronization

                  Figure 14. ARCENT AOR Cycle Synchronization
(5)
Improvement.  Using the DMI methodology, DM objectives for each installation logistics function, and the process map, the SIT will seek process improvement.  This involves finding, documenting and making changes in installation processes.  The power of the SIT is in its ability to integrate the knowledge of its members, focusing their collective knowledge of the various logistics systems onto the problems revealed in the walk throughs, and designing solutions that eliminate non-value added activity. SITs should:

(a)
Determine what the core competencies of your organization are and ensure you are supporting those competencies. 

(b)
Let the customers know what the performance standards are for each activity.  Then let them know how they are doing against these standards.

(c)
Once process maps are completed by the SIT, let your customers review them and critique them.  You may find that your customers do not really know the flows within each process and therefore do not know where to go to fix a problem.

(d)
Ask constantly "Why are we doing this?"

(e)
Share your information with other similar activities.   Remember that information not moving has no value!

(f)
Focus on productivity, accuracy, and response times in relation to who you support.  Try to simplify the processes.

(g)
Be flexible.  There are no one size fits all solutions.

(h)
You can only change what you can measure.  Do not waste time trying to measure processes that are not important to your successful mission accomplishment.
6.
Distribution Management Tools

a.
Tools available from the DM Team at CASCOM can be found on the DM Homepage at http://www.cascom.army.mil/DM. The DM Team at CASCOM is continuously developing and publishing training and operating publications to assist the field Army in DM techniques. 



(1)
DM Team Publications

(a) DM Program Management Plan, Updated annually.  This publication contains operating instructions for the CASCOM DM Team members, the DM Process Improvement Teams, and some guidance for Change Agents and Site Improvement Teams.

(b) DM Semi-annual Report, Updated semi-annually.  This document provides a historical overview of the DM program status as well as tools for developing and sharing visions, goals, and philosophies.

(c) Supply Support Activity Deployed Operations Handbook,  August 2002.  This publication provides a guide that assists the SSA leadership during the deployment process.

(d) DM Guide for Change Agents and Site Improvement Teams, August 2002.  This guide is aimed at assisting DM Site Improvement Teams and Change Agents in the Army and logistics soldiers and civilians who work in warehouses, repair facilities, and logistics systems every day. 

(e) Distribution Management Repair Process Handbook, January 2001.  This handbook is designed to assist maintenance leaders from the organizational to the direct support level in applying the DM methodology for process improvement to the repair process.

(f) SSA Guide to Warehouse Operations, May 2000.  This is a guide designed for use by commanders and supply managers at the SSA, in the Division Material Management Center (DMMC), in the Corps MMC, and at the Theater level. This guide will aid in understanding the functions, relationships, and day to day operations of the SSA and how SSA leaders can achieve world-class operations.  

(g) Guide to SSA Operations Using Distribution Management Techniques and Procedures, May 1998.  This document, prepared with the assistance of an Army-wide group of Supply Warrant Officers and NCOs, is a short explanation of how to be successful in SSA operations.

(h) DM Training Plan, 1997.  Developed with the help of CASCOM Training Directorate, this is a program of instruction used in the logistics schools to train soldiers on DM principles and processes.

(i) DM Newsletter.  This newsletter is published on a quarterly basis and discusses on-going initiatives and developing programs. Distribution in paper format is made to select individuals at the Joint, Army, MACOM and Installation level. This document is also available on the DM Homepage.  


Figure 15.  The CASCOM DM Homepage

(f)
DM Homepage.  The CASCOM Website hosts the DM Homepage (see Figure 15 above) at http://www.cascom.army.mil/DM.  This site contains all of the references mentioned in this guide and much more information about DM.  Bookmark this site.

(2)
Team visits.  MACOM CAs normally initiate and lead instructional walk throughs at their sites.  These events may be enhanced with participation by the CASCOM DM Team.  The MACOM CA routinely calls for support from DoD, DLA, RAND, TRANSCOM, Army Materiel Command, and others to augment the resident CASCOM staff and to create a synergistic capability for these visits.  The context of these visits includes an inbrief intended to advise the local commander of the status of his DM metrics as seen from the national level, the methodology to be used by the team, and the areas of interest for the particular visit.  CAs are always welcome to walk through any of their installations with the DM Team.  Requests can be made by calling the DM Team at DSN 687-2710/0581.

(3)
Data Analysis.  The DM Team at CASCOM will assist SITs in analyzing DM reports to identify potential targets for improvement.  Request data assessment training assistance by calling the team at DSN 687-0599/0583.

b.
Tool available from LOGSA - The Logistics Integrated DataBase (LIDB) is an automated program with a variety of logistics data based reporting and analysis tools in addition to the DM Pipeline Analyzer.  Access to LIDB can be gained via e-mail at lidb@logsa.army.mil.  
c.
Tools available from RAND Arroyo Center  

(1)
Publications.  RAND has published extensively on DM.  References in Appendix E containing RAND documents can be ordered from them at 1700 Main Street, P.O. Box 2138, Santa Monica, CA 90407-2138.  A Web site address to use is http://rand.org/publications/electronic.

(2)
Technical Advice and Assistance.  RAND analysts are available through a DA, G4 contract.  Contact John Dumond, Director of the Arroyo Center Military Logistics Program at RAND (john_dumond@rand.org) or the CASCOM DM Team for information on obtaining RAND DM support.

(3)
Data Analysis.  RAND analysts can also help SITs understand their DM reports.  Call RAND at 310-393-0411 and ask for the Military Logistics Program of the Arroyo Center. 

7. Keys to Success.  

These keys to success are derived from the success keys and principles to re-engineering as prescribed by The Boston Consulting Group, Andersen Consulting, and McKinsey & Company.  These keys were included in the DM SSA Guide, but are important enough to repeat in this publication.

a.
Senior Leader Involvement.  Senior Leader involvement is necessary at all levels, especially at the installation level, to ensure the success of the DM Program. A recent "Best Practices Study" of 57 organizations revealed "top management sponsorship as the key success factor" by a ratio of 10:1.

b.
Focus on the process and not on the function.  The functions of SSAs have remained basically unchanged over time.  The processes to accomplish these functions have changed dramatically over the past several years.  However, some SSAs have not changed with the times or are reluctant to change.  By focusing on the processes, unnecessary or non-value added processes can be changed or eliminated.

c.
You have to have a strategy for change.  Use this guide and support from the MACOM CA, the SIT and the CASCOM DM Team as your strategy.

d.
Put the best people on SITs and then reward them for their successes.  For a SIT to be successful, the most knowledgeable people have to be members.  The intellectual challenges will result in amazing solutions.

e.
Adopt a "Systems View" of the operation.  It is important to look at the complete process cycle from beginning to end.  Also look at the cause and effect relationships of processes.

f.
Remember that there is no "one size fits all" solution.  Each DSU/SSA, CRP, and maintenance activity is different and what works at one may not work at another.  However, do not let that be an excuse for not trying a good idea.

g.
Relevant performance metrics in supply and maintenance operations are key to focusing the efforts on high impact areas.  For example, the established metrics for measuring RWT will assist you in focusing your efforts.

h. The DM process must be iterative and continuous.  Don’t rest on your laurels after short-term improvements.  The DM Program will establish new base cases as goals are met and exceeded.  SITs can do the same thing.  Do not accept a status quo answer.

i.
Communication is Key. Communicate throughout your organization and with your customers.  They don’t like to be surprised. 

j.
Emphasize to your customers the importance of solid diagnostics in order to ensure the right part or item is ordered.  Also, ensure that your own internal diagnostics of your operation are solid.  Be critical of yourself.

k.
Be Creative.  Leaders must take some risk.  Think "out of the box."

l.
Determine the root causes of the problems in the systems or processes.  Treat the disease and not the symptom.

m.
Set explicit performance objectives for your operation and then lead your soldiers/employees to meet those objectives.

n.
Be Flexible.  This goes along with accepting some risk for great rewards.  

o. Be Patient.  Some changes will not show results overnight.

p. Apply DM principles that have worked in a garrison environment to the planning and execution of future deployed operations.
q.
Share Your Knowledge.  One of the biggest complaints with the SARSS-O fielding everywhere is the lack of "knowledge transfer" or sharing of lessons learned.  The DM home page is an excellent source of lessons learned (www.cascom.army.mil/DM).

APPENDIX A

DEFINITIONS
Change Agent - Each VG participant has identified a Change Agent as a staff liaison to the VG and to provide day-to-day leadership and management for process changes.

Customer Wait Time (CWT) – CWT is an Army metric that seeks to express system response to unit-level requirements in days the unit waits for satisfaction.   Includes both retail time and wholesale time when a wholesale source is involved.  Includes local source fills.  CWT is shooting for total performance from customer’s perspective. 

Equipment Downtime Analyzer (EDA) – EDA was developed as a prototype decision support tool that links supply and maintenance processes at all echelons to equipment readiness.  The EDA is a measurement tool that provides the Army with the critical capability to “break apart” equipment readiness performance metrics to better manage equipment sustainment requirements. It captures a complete history of every reported deadlining event, to include all supply and maintenance actions at all echelons, that are directly involved in returning the deadlined system to fully mission capable status. This tool provides visibility of ULLS repair cycle times as well as end item failure rates and provides the ability to determine how changes in logistics processes affect total repair time.

Fill Rate – A holistic metric that measures the performance of a SSA to satisfy a request from a supported customer (ULLS and/or SAMS activity).  This metric is expressed as a percentage of the SSA’s demand accommodation multiplied by its demand satisfaction. 

Process Improvement Teams (PITs) - Teams formed from across the Army and DoD logistics communities to monitor the processes for distribution and repair interfaces.  PITs are chartered to develop improvement proposals, recommend strategies for technical improvement, and proposals on "raising the bar" when goals and standards have been exceeded.  PITs also help implement system-wide improvements and identify system wide deficiencies through the use of the process map and the "walk-through" process.

Distribution PIT - The Distribution Process Improvement Team (DPIT) promotes initiatives that dramatically improve the Army’s stockage and distribution processes.  It establishes and publicizes revealing segments and source metrics to identify positive and negative performance in any portion of the Army’s supply chain, illuminating the causes of that performance, and recommending process improvements to maximize end-to-end distribution in support of Army readiness.  Approval and implementation of specific recommendations developed by the Distribution PIT will make distribution processes more efficient and responsive to the customer. 

Repair Cycle (RC) PIT – The Repair Cycle Process Improvement Team (RC PIT) is established to improve the Army's maintenance processes in support of the Army’s overall DM program. The RC PIT implements process improvements/initiatives that affect unit maintenance operations, reduce repair cycle times (RCT), reduce costs, improve the quality of maintenance, maintain and/or increase readiness, and work harmoniously with the entire supply chain.  The RC PIT provides unit assistance upon request, provides feedback to the Ordnance Center and School and CASCOM Information’s Systems Directorate, and develops recommendations.  

Process Map - A diagram of the activities/steps within a process.  A process map is very valuable in identifying non-value-added activities and "low hanging fruit" reengineering improvements that will yield almost instantaneous results. 

Requisition Wait Time - An Army metric that seeks to express system response to unit-level requirements in days the unit waits for satisfaction.   Includes both retail time and wholesale time when a wholesale source is involved.  Includes local source fills.  CWT is shooting for total performance from customer’s perspective. 

Site Improvement Teams (SITs) - Every installation and activity should have a SIT. The SIT is where the real progress of Distribution Management is achieved.  The SIT consists of the "local subject matter experts" for supply, distribution, maintenance, and finance.  The SITs are responsible for the continuous process improvement in the local processes and activities.   Members of a SIT could include any one from the installation commander to the company parts clerk.  SIT members are responsible for finding problems and making changes to processes

Distribution Group - The corporate board of directors for the Distribution Management Program.  The Distribution Group (VG) is chaired by the Army G4 and is hosted by the Commander, US Army Combined Arms Support Command (CASCOM), the Responsible Officer for Distribution Management.  The Deputy Commander, Army Materiel Command, representatives from each major command/theater, and the Defense Logistics Agency are active members of the VG.

Walk Through - A process of walking the process of a warehouse, SSA, SARSS 2 site, a motorpool, or any logistics activity to determine all the steps in the process and identify non-value added activities.

APPENDIX B

PROCESS MAPPING

Why do you want to create a process map for your activities?  What is a process map and how do you make one?  These topics will be covered in this section.  Figure B-1 is a RWT process map developed at the National Training Center, Fort Irwin, CA. 
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Figure B-1.  National Training Center RWT Process Map

1. Purpose.  

The purpose of a process map is to identify all activities in a given process.  A process map depicts the interaction of various processes with each other.  A system process map may well be a merger of several smaller event process maps.  A process map does not have to be complicated to be effective.  The key is to identify each and every step or activity involved in a process.

2. Applications.  

The most common process maps used in Distribution Management are for Supply Support Activities, Requisition Processing, Receipt Processing, and Motorpool/Maintenance Operations.

3. Elements.  

The critical elements of a process map are: 

· Events (an occurrence that causes an effect); 

· Functions; 

· Logical connections between events; the flow of data/materiel; and

· Process paths (the link from one process/event to the next).

4. Building the Process Map.  

The best method of constructing a process map is through the use of the walk through.  A walk through is a method of following a process through each and every activity in the process and documenting what occurs at each activity.  The key question at each activity is "Does this stop in the process add value to the process?"  Another key to the mapping process is to identify the impacts of each activity upstream and downstream.  Figure B-2 shows an example of identifying the downstream impacts of a receiving process.

	Dock Crew
	Receiving Supervisor
	Receiving Clerks
	Warehouse Workers
	Customers

	1.
Unload packages from dedicated trucks
	1.
Verify Shipping Documents
	1.
Open Multipacks
	1.
Match labels to items
	1.
Receive materiel

	
	2.
Process AMS Card
	2.
Use MROCS to process items
	2.
Put ASL in bins
	2.
Deliver items to users

	
	3.
Process SDRs
	3.
Print Bin tickets and MROs
	3.
Place customer items in customer locations
	


Figure B-2, Impact Analysis and Receiving Process

5.
Process Selection 

a.
What processes should be mapped?  The most obvious are the ones that everyone knows, or suspects, are broken or fragmented.  Materiel or data at rest is a classic example of a fragmented system.  The same data passed back and forth repeatedly is indicative of fragmentation. 

b.
The process map should provide you with detailed data for the SIT to analyze.  The analysis of the process map should validate the activities within the process before any measurement and improvement starts.

c.
Once a process has been mapped, a benchmark or metric should be established in order to measure progress.  Do not establish benchmarks or metrics until you have completely mapped the process and understand each of the steps in the process.  Benchmarks should be used when you think, based on the process map, that there is a better way to do something.  If the problem is very obvious don’t waste time establishing benchmarks – just fix the obvious.

6.
Steps In Mapping Requisition Processing
a.
Figure B-3 is an example of a requisition process map.  The first step is to start the requisition process at the ULLS clerk, at the mechanic if possible.  The idea is to identify every step in the requisitioning process.  


Figure B-3, Requisition Process

b.
The second step to accurately map the requisition flow is to measure how long each activity takes.  This will enable you to identify "low hanging fruit," processes that can be easily reduced or eliminated.  

7.
Steps In Mapping Receipt Processing

a.
The key is to determine what is really happening at the receiving dock.  To do this you have to be at the dock when the trucks arrive.  Record every action from the time the truck arrives at the dock until the items are put in location (customer or ASL).

b.
A subset of the receipt-processing map is the layout of the SSA.  This critical piece will make or break your efforts to reduce cycle times.  A recent study by the Logistics Institute International, Inc revealed that 55 percent of an order picker’s time is spent travelling to locations, 15 percent is spent searching for the correct item/location, 20 percent doing "other" things, and only 10 percent of the time is spent actually picking the order.  Therefore, a key to success in laying out the SSA is the close proximity of the Receiving Section to the customer bins and ASL storage locations.  Additional information on how to evaluate and organize SSA operations to achieve world-class can be found in the SSA Guide to Warehouse Operations dated May 2000.  This document can be downloaded from the CASCOM DM Homepage at http://www.cascom.army.mil/DM/  

c.
You may or may not see the same things at each location you visit.  In fact, since every warehouse is different in layout and functions, you will probably see different actions and sequence of actions at every warehouse.  Do not assume that the process map you develop at one warehouse is a cookie cutter that you can overlay on all operations.  The goal is to get some standardization at each location on the same installation or within the same division.

d. Figure B-4 depicts a sample receiving process map.  This example is only for receipts from wholesale on dedicated trucks.  The typical SSA will receive items from the wholesale system (Army, DLA, GSA), maintenance, referrals, or directly from vendors.
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Figure B-4.  Receipt Flow

8.
Steps In Mapping the Storage Activity

a.
Figure B-5 is an example of a SSA storage layout.  Look at the critical functions of your SSA.  Although SSAs can be very different in setup, they all have the same basic functions of receive, store, safeguard, and issue.

b.
How many of the issues are from stock and how many are dedicated issues from other sources (depots, vendors, etc.)?

c.
How close are the fastest moving items in the ASL to the customer bins/locations?

d.
How much is stored in bulk and/or stored outside?

e.
How many times do workers touch parts before they are put in bins or locations?

f.
Why is the SSA layout the way it is? 

g.
Does the current process impact negatively on the customer?  Can it be improved?
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Figure B-5.  The Storage Processes

APPENDIX C

PERSONAL LOGISTICS PERFORMANCE OBJECTIVES

1. Background.  

The CASCOM DM Team has observed many logistics processes in the field.  From our perspective, there are certain process-oriented performance objectives that logistics professionals should include in their OER support forms, in civilian performance goals, and that raters should consider in NCOERs.  

2.
Performance Objectives for members of the DM community:

a.
For Commanders, DM objectives could be:

(1)
To review DM objectives and performance with subordinate commanders. 

(2)
To encourage principal staff, SIT leaders and Team Members to achieve the DM objectives for the installation/command.

b.
For MACOM Change Agents, DM objectives could be:


(1)
To have standing DM SITs at all MACOM installations.

(2)
To have scheduled or conducted initial DM walk throughs at all installations in the MACOM. 

(3)
To brief all inbound installation and MSC commanders on DM with current data depicting the DM status of their command.   
c.
For materiel and financial managers at company, battalion, MMC, and COSCOM, DM objectives could be:

(1)
To cause all warehouse workers to be trained on and use the entire suite of automation enablers (ULLS, SAMS, SARSS, AMS, MROCS) correctly.

(2)
To map requisition cycles to include the affect on other logistical and financial processes and have synchronized the timing of installation STAMIS processes into and out of the national system to minimize requisition and receipt processing time.

(3)
To establish a warehouse layout that affords the greatest economy of effort for workers.  

(4)
To ensure that all ULLS and SAMS1 stations are using the latest version of the FEDLOG catalog.  

(5)
To guarantee that all customer requests have good status.

(6)
To reconcile daily all ULLS, SAMS, and SPBS-R accounts supply requests without status.

(7)
To reconcile all due-ins from referral/retrograde/ maintenance.

d.
For maintenance managers at company, battalion, MMC, COSCOM, and installation, DM objectives could be:

(1)
To understand the entire suite of automation enablers (ULLS, SARSS, and SAMS) correctly.

(2)
To map repair cycle processes which includes the interaction of the other logistical processes to get rid of non-value added steps that slow down the repair process.

(3)
To establish a shop layout that affords the greatest economy of effort for workers.  

(4)
To ensure that all ULLS and SAMS stations are using the latest version of the FEDLOG catalog.  

(5)
To guarantee that all customer job orders and parts requests on those job orders have good status.

(6)
To complete a two-way reconciliation daily for all SAMS accounts supply requests without status.

(7)
To ensure all SAMS work order information is sent to the appropriate SAMS 2 location for submission to WOLF.

(8)
To ensure diagnostic procedures are in place so that the right repair parts are ordered the first time.

e.
For SIT Leaders, DM objectives could be:

(1)
To conduct regular SIT meetings and frequent walk throughs within the SIT area of responsibility and to have a current map of the basic processes for logistics.

(2)
To ensure that all DODAAC managers have current DM performance data and can explain it.

(3)
To ensure that at least one SIT member has LIDB, ILAP, and ATAV-E loaded and operating on a personal computer in the work site.

(4)
To have the DM Homepage bookmarked on a personal computer in the work site.

(5) To brief the installation commander monthly on DM statistics.

(6) To have a schedule of the direct delivery truck. Have the days of the week and time of the day down to the SSA level.


f.
For SIT Team Members, DM objectives could be:

(1)
To attend each DM SIT meeting.

(2)
To walk my unit logistics processes using the SIT Guide and prepare unit process maps for each basic logistics process we perform.

(3) To brief my supervisor and commander on findings and recommendations of the walk through and DODAAC/unit DM reports.

APPENDIX D
RAND PERFORMANCE REPORTS

SIT leaders can use the RAND RWT Reports to measure their monthly logistics processes to determine the historical record of their logistics operations. Website site is http://www.cascom.army.mil/DM/rand.htm. A user ID and password is required and may be obtained by contacting DM@lee.army.mil. Bookmark this site.  Figure D-1, is one example of a number of data arrays that are available.

Page: 2                                            CONUS, Class 9 , No Backorders   

Date: 07/12/02                                            All Priorities, 2002.06

LIF02/Army/Conus/c206                                  

            ------- RWT: Doc->MIRP ------  ---------- Doc->Est ---------  ---------- Est->MRO ---------  --------- MRO->Ship ---------

Command           N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%

CONUS        273700   0  17.4   9  16  62   273662   0   3.5   1   3  13   270059   1   0.6   0   1   2   258356   6   2.2   2   3   6

 Active      150588   0   8.9   6   9  18   150553   0   1.2   1   1   4   148556   1   0.7   0   1   2   141129   6   2.3   2   3   6

  FORSCOM    104312   0   8.5   6   9  17   104295   0   1.1   1   1   4   103061   1   0.6   0   1   2    97966   6   2.2   2   3   5

  TRADOC      25479   0   9.0   7   9  18    25478   0   0.9   0   1   4    25135   1   0.7   0   1   3    23449   8   2.8   2   4   6

  AMC         16399   0  11.2   6  10  33    16383   0   1.4   0   1   3    16036   2   1.1   1   1   3    15633   5   1.9   1   3   5

  SOCOM        3553   0   8.5   6   7  19     3553   0   1.6   0   1   5     3489   2   0.8   0   1   2     3271   8   2.1   2   3   5

  Other ac      845   0  14.4  11  16  34      844   0   2.0   0   3  13      835   1   0.7   0   1   2      810   4   3.0   2   4   9

 NGB          91807   0  27.8  15  28 102    91804   0   7.8   4   8  26    90574   1   0.6   0   1   1    87326   5   2.0   1   3   6

 Res+AMSA     30983   0  27.9  17  33  97    30983   0   2.5   1   2  11    30621   1   0.5   0   1   1    29613   4   2.2   1   3   7

  AMSA        17647   0  21.3  13  22  76    17647   0   1.7   1   1   6    17493   1   0.4   0   1   1    16986   4   2.1   1   3   7

  Reserves    13336   0  36.7  25  46 112    13336   0   3.5   1   3  13    13128   2   0.6   0   1   1    12627   5   2.3   1   3   7

 Other 00       322   0  20.4  13  18  71      322   0   2.5   1   3   6      308   4   0.8   1   1   3      288  11   2.0   1   2   6

            --------  Ship->MIRP --------  ------- Transit to SSA ------  ----- Takeup: SSA->MIRP -----

Command           N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%

CONUS        261410   4  10.9   5   9  47    43415  84   2.4   2   3   5    43632  84   1.4   0   1   6

 Active      142890   5   4.7   3   5  11    42712  72   2.4   2   3   5    42864  72   1.3   0   1   5

  FORSCOM     99100   5   4.5   3   5  10    33636  68   2.3   2   3   5    33746  68   1.3   0   1   5

  TRADOC      23724   7   4.3   3   4  11     7894  69   2.8   3   3   6     7934  69   1.2   0   1   6

  AMC         15927   3   6.1   3   5  17      427  97   5.5   5   7  13      428  97   4.0   1   1  14

  SOCOM        3323   6   3.8   2   4  10      755  79   1.4   1   2   2      756  79   0.2   0   0   0

  Other ac      816   3   8.5   6   8  20        0 100    .    .   .   .        0 100    .    .   .   .

 NGB          88315   4  17.1   8  15  75      472  99   2.3   2   2   5      514  99   5.8   3   7  14

 Res+AMSA     29906   3  22.4  12  26  78      231  99   2.5   2   3   6      254  99  19.6   9  21  48

  AMSA        17101   3  16.6   9  17  64      147  99   2.5   2   3   5      148  99  11.3   9  12  20

  Reserves    12805   4  30.0  19  39  97       84  99   2.6   2   4   7      106  99  31.2  22  36  82

 Other 00       299   7  14.3   7  13  49        0 100    .    .   .   .        0 100    .    .   .   .

Figure D-1.  RAND CONUS RWT Report 

1.
What the CONUS segment titles mean

	TITLE
	DEFINITION

	Doc-MIRP


	Total RWT from beginning to end of the process.

	Doc-Est:

(Req Proc)
	Document number assignment time stamp in SARSS-1 (local) to receipt time stamp at the Defense Automatic Addressing System (DAAS) (ZULU – Greenwich, England Time Zone)



	Est-MRO

(MRO Proc)
	DAAS receipt time stamp to inventory control point (ICP) materiel release order (MRO) issue time stamp (the time it takes the ICPs to process the requisition)



	
	

	MRO-Dep

(Depot Proc)


	Time between ICP MRO issue and depot shipment time.



	Depot Ship-MIRP


	Total transit time plus SSA receipt processing time.



	Transit to SSA 


	Time from depot shipment to installation receipt.  Time stamp is first TK_ document at the installation.  



	Takeup: SSA-MIRP

(Rec Proc)
	A segment time that reflects the time from receipt at the Supply Support Activity (SSA) with the AMS detail (or multipack) card until the SSA submits a Materiel Receipt Acknowledgement Document Identifier Code DRA, formerly a D6S.



	
	


2.
What the column titles mean

	COLUMN
	DEFINITION

	
	

	N
	Number of requisitions used to calculate that segment (this will change from segment to segment because not all records have all time stamps filled in).



	Ms%
	Percent missing from that segment sample.  Doc-MIRP segment will always be 0% missing because all records have a Doc date and a MIRP date.  For other segments, Ms% is essentially the inverse of that segment’s N divided by the N of the doc-MIRP segment.  As this number increases, the value of the data declines.  When amount of missing data is greater than 50%, the data is not reliable. 



	Mean
	Average segment time in days



	50%
	Median or fiftieth percentile, meaning half the requisitions took up to that many days to complete that segment and half took more than that many days.



	75%
	75th percentile, meaning 3/4 of the requisitions took up to that many days to complete and ¼ took longer.



	95%
	95th percentile, meaning 5% (outliers) took longer than this many days to complete.




3.
Performance Reports Available

a.
Class II/IX Summary Reports for CONUS and OCONUS (C12.conus, C19.conus, C12, 3P, 4, and 9.oconus).  These summary reports are on the DM homepage each month.  Note that OCONUS has been combined and subdivided into Air and Surface modes. 

b.
CONUS Reports.  For posts and installations, there are 6 types of reports as identified by a letter key in the upper left corner of the page (Class 2 implies Class 2-3P-4 together).

(1)
a.dat report - Shows RWT by supply class for the post units (TOE units such as divisions and SSAs) vs. installation activities like DOLs.  Next to the SSA is the unit to which the SSA belongs. 

(2)
b.dat report - Same as a.dat but by IPG

(3)
c.dat report - Shows post totals by supply class and source of supply (AMC/DLA/GSA) for all priorities.



(4)
d.dat report - Same as c.dat but by IPG.

(5)
e.dat report - Shows depots serving that post for all classes.

(6)
f.dat report - Shows shipmode analysis for top 5 depots all classes.

c. OCONUS Reports.  There are 5 types of reports as identified by letter key in the upper lift corner of the page.  Each report presents RWT by the type of overseas channel (Air or Surface) based on the POE code.  All but the first report to the MACOM level for class 2-3-4-9 together. 

(1)
a.dat report - Shows RWT by supply class for Air shipments and Surface shipments.  Four pages: air class 2-3-4, surface class 2-3-4, air class 9, surface class 9.  Reported by SSA and higher level unit.

(2)
b.dat report - Shows NICP analysis for Air shipments and for Surface shipments (key segment is EST-MRO).

(3)
c.dat report - Shows depots serving the MACOM, by Air and by Surface (key segment is MRO-DEP).

(4)
d.dat report - Shows shipmode analysis for top 5 depots.  This shipmode is the CONUS mode from depot to POE.  For shipments by Air overseas and shipments by Surface overseas.

(5)
e.dat report - Shows RWT by POE and POD combinations serving the MACOM and units.

d.
Comma delimited CONUS, OCONUS USAR and ARNG Reports.  These files contain all the results in the CONUS, OCONUS, USAR and ARNG, but in an unformatted view.

e.
OCONUS MACOM Reports.  These reports are divided into class of supply and shipmode and whether shipments go by air or surface channels.  

f.
NICP and Depot Reports.  These reports show the performance of depots and NICP’s for four cases:

(1)
CONUS active posts, no backorders, Class 2-3-4-9.

(2)
All CONUS including backorders and non-active units, Class 2-3-4-9.

(3)
All CONUS and OCONUS including backorders and nonactive units, Class 2-3-4-9.

(4)
NICPs by backorder code

g. USAR/ARNG Reports.   These reports show RWT for Regional Support Command’s and states, including splits by IPG and supply class (similar to a.dat and b.dat for CONUS).

h. Figure D-2 is an example of an OCONUS data report. 

Page: 2                                            OCONUS by Air , Class 9 , No Backorders                                                           Date: 07/12/02

LIF02/Army/Oconus/o206                                            2002.06

            ------- RWT: Doc->MIRP ------  ---------- Doc->Est ---------  ---------- Est->MRO ---------  --------- MRO->Ship ---------  --------  Ship->MIRP --------

MACOM             N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%

OCONUS        83226   0  11.6  10  14  22    78901   5   0.6   0   1   3    78052   6   0.4   0   1   1    79517   4   2.1   1   3   7    80739   3   8.4   7  10  17

 AMCFSC        1714   0  16.4  13  21  34     1714   0   0.0   0   0   0     1697   1   1.1   1   1   1     1667   3   2.4   2   3   7     1682   2  12.8   9  16  27

 ARCENT       23650   0  10.3   8  11  21    21270  10   0.3   0   0   1    21095  11   0.5   0   1   1    22707   4   2.0   1   3   6    23185   2   7.5   6   7  15

 DEPLOYM       9393   0  13.2  12  15  22     8609   8   0.1   0   0   1     8480  10   0.5   0   1   2     8862   6   3.3   3   5   9     9072   3   9.1   8  11  16

 EUR_OTH       2971   0  16.8  13  18  40     2922   2   0.2   0   0   1     2880   3   0.5   0   0   1     2817   5   2.8   2   4   7     2845   4  13.2  10  14  36

 KOREA        21344   0  11.3  10  13  20    20259   5   1.1   0   2   4    20069   6   0.3   0   0   1    20367   5   1.4   1   1   5    20621   3   8.4   7  11  14

 USAREUR      17765   0  11.5  10  14  21    17762   0   0.5   0   1   2    17531   1   0.4   0   0   1    16904   5   2.6   2   3   8    17077   4   7.9   7  10  15

 USARPAC       5287   0  10.6   8  13  22     5271   0   0.7   0   1   3     5221   1   0.8   1   1   2     5137   3   1.4   1   2   5     5184   2   7.6   6  10  17

 USARSO         889   0  19.9  21  25  32      889   0   1.7   1   1   6      875   2   0.6   1   1   1      853   4   2.8   2   4   8      866   3  14.6  15  20  26

 Other          213   0  15.6  14  15  25      205   4   0.2   0   0   0      204   4   1.7   2   2   4      203   5   1.3   1   1   5      207   3  11.6  11  13  18

            ------- Transit to CCP ------  ---------- CCP Hold ---------  --------- CCP to POE --------  ---------- POE Hold ---------

MACOM             N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%

OCONUS        58834  29   1.0   0   0   5    57411  31   2.2   2   3   5    47814  43   0.9   1   1   2    48789  41   1.3   1   2   4

 AMCFSC         920  46   1.0   0   0   5      892  48   4.1   3   5  10      883  48   1.5   1   1   7      832  51   1.8   2   2   5

 ARCENT       12915  45   0.4   0   0   3    12628  47   1.6   1   2   4    12567  47   0.9   1   1   1    13027  45   1.7   1   2   4

 DEPLOYM       8336  11   1.1   0   1   7     7982  15   2.1   2   3   5     7621  19   0.8   1   1   1     7554  20   1.4   1   2   3

 EUR_OTH       2229  25   0.8   0   0   5     2244  24   3.0   2   4   7     1624  45   0.8   1   1   2     1701  43   1.2   1   2   5

 KOREA        18779  12   1.2   0   2   5    18464  13   2.2   2   3   5    12172  43   1.0   1   1   2    12419  42   0.3   0   1   1

 USAREUR      12421  30   1.0   0   0   5    12146  32   2.6   2   4   6    11008  38   0.4   0   0   1    11215  37   1.7   1   2   4

 USARPAC       2426  54   1.3   0   3   6     2250  57   2.3   2   3   5     1272  76   1.5   1   2   3     1348  75   0.6   0   1   3

 USARSO         623  30   1.0   0   0   5      614  31   3.8   3   6   8      607  32   3.8   5   5   6      631  29   6.5   8   8  13

 Other          185  13   0.9   0   0   5      191  10   3.0   3   4   5       60  72   2.8   4   4   4       62  71   0.9   1   1   3

            ------ Overseas Transit -----  ---------- POD Hold ---------  ------- Transit to SSA ------  ----- Takeup: SSA->MIRP -----

MACOM             N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%        N %Ms  Mean 50% 75% 95%

OCONUS        48252  42   0.6   0   1   2    44535  46   1.0   1   1   3    33404  60   1.2   1   2   4    42488  49   1.3   0   1   5

 AMCFSC         830  52   0.4   0   1   1      812  53   1.3   1   1   4      130  92   1.4   0   3   4      130  92   9.7   6  14  35

 ARCENT       12878  46   1.3   1   1   2    11254  52   1.4   1   1   3     5460  77   0.5   0   0   4     6688  72   1.2   1   2   3

 DEPLOYM       7228  23   0.6   0   1   3     5749  39   1.4   1   2   5     3991  58   1.8   0   3   6     5398  43   0.7   0   1   2

 EUR_OTH       1699  43   0.1   0   0   1     2127  28   1.7   1   3   5     1997  33   1.5   1   3   4     2092  30   4.4   0   3  20

 KOREA        12372  42   0.5   0   1   1    12073  43   0.6   1   1   2     9975  53   1.2   1   1   3    14696  31   1.1   0   1   5

 USAREUR      11209  37   0.2   0   0   1    10760  39   0.8   1   1   3    10178  43   1.5   1   3   4    11068  38   1.0   0   1   3

 USARPAC       1343  75   0.6   1   1   1     1527  71   0.2   0   0   1     1492  72   0.6   0   1   2     1674  68   3.0   1   4  12

 USARSO         631  29   0.0   0   0   0      171  81   0.9   0   2   4      123  86   0.1   0   0   0      554  38   2.4   1   5   5

 Other           62  71   0.9   1   1   1       62  71   0.1   0   0   1       58  73   2.8   3   3   3      188  12   0.7   0   1   3

Figure D-2.  RAND OCONUS RWT Report  

4.
What the OCONUS titles mean

	TITLE
	DEFINITION

	Doc- MIRP:


	Total RWT from beginning to end of the process. 

	Doc-Est
	Document number assignment time in SARSS-1 (local) to receipt time at the Defense Automatic Addressing System (DAAS) (Zulu).



	Est-MRO
	DAAS receipt time to inventory control point (ICP) materiel release order (MRO) issue time (the time it takes the ICPs to process the requisition).



	MRO-Dep
	Time between ICP MRO issue and depot shipment.



	Ship-MIRP
	Total transit time plus SSA receipt processing time.  

	Transit-CCP
	Time between depot shipment and receipt at the Container Consolidation Point (CCP)



	CCP Hold
	Time it takes to receive (TK_), containerize, process and post TCN date out stamp. 



	CCP - POE


	Time intransit from the CCP to the Port of Embarkation. 

	POE Hold


	Time it takes to receive, interrogate, process, and load onto carrier.  



	Overseas Travel 


	Time intransit from the POE to the Port of Debarkation (POD).



	POE Hold
	Time to receive, offload, interrogate, process and load for shipment to the SSA. 



	Transit  to SSA


	Time intransit from the POD to the SSA.  

	SSA-MIRP
	Time from receipt at the SSA until the SSA submits a Materiel Receipt Acknowledgement Document Identifier Code DRA, formerly a D6S
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APPENDIX F

 TC "APPENDIX B:  GLOSSARY"\l1 

 XE "glossary" GLOSSARY

	A

	AAC
	Acquisition Advice Code/Activity Address Code

	ABF
	Availability Balance File

	ACI
	Automated Carrier Interface

	ADPE


	Automated Data Processing Equipment

	AGCCS
	Army Global Command and Control System

	AIT
	Automatic Identification Technology

	ALOC 
	Air-Land Overseas Container

	AMS
	Automated Manifest System

	AMSAA
	Army Materiel Systems Analysis Activity

	APOD


	Aerial Port of Debarkation

	APOE
	Aerial Port of Embarkation

	AR


	Army Regulation

	ARNG
	Army National Guard

	ASF
	Army Stock Fund

	ASL                                                                                                     
	Authorized Stockage List

	ASLP
	Army Strategic Logistics Plan

	ATCCS
	Army Tactical Command and Control System

	ATLAS
	All Terrain Lifter Articulated System

	AUEL
	Automated Unit Equipment List

	AWP
	Awaiting Parts

	AWCF
	Army Working Capital Fund

	B

	BLAST
	Blocked Asynchronous Transmission

	C

	CA 
	Change Agent

	C2
	Command and Control

	C3A


	Command, Control, Communications, and Automation

	CAISI
	CSS Automated Information Systems Interface

	CASCOM
	Combined Arms Support Command

	CD-ROM
	Compact Disk-Read Only Memory

	CE

	Communications-Electronics

	CEOI
	Communications-Electronics Operating Instructions

	CIF
	Candidate Item File

	CMD

	Command

	CMMC
	Corps Material Management Center

	CONFIG
	Configuration

	CONUS
	Continental United States

	COSCOM
	Corps Support Command

	CP
	Command Post

	CRP
	Central Receiving Point

	CR2
	Combat Readiness/Customer Response

	CS 
	Combat Support

	CSG

	Corps Support Group

	CSS
	Combat Service Support

	CSSAMO
	Computer Service Support Automation Management Office

	CSSCS
	Combat Service Support Control System

	CTASC-II
	Corps/Theater Automatic Data Processing Service Center Phase II

	CTO 
	Corps Transportation Officer

	CTRL
	Control

	CWT

	Customer Wait Time

	D

	D6Z

	Disposition for Unserviceables

	DA
	Department of the Army

	DAAS
	Defense Automatic Addressing System

	DAMMS-R
	Department of the Army Movement Management System-Redesign

	DCAS
	Defense Central Accounting System

	DCB
	Dollar Cost Banding

	DCSLOG
	U.S. Army Deputy Chief of Staff, Logistics

	DCSLOG-TRANS
	U.S. Army Deputy Chief of Staff, Logistics for Transportation

	DCSOPS
	U.S. Army Deputy Chief of Staff, Operations and Plans

	DDJC
	Defense Depot San Joaquin

	DFAS
	Defense Finance and Accounting System

	DIC
	Document Identifier Code

	DISA
	Defense Information Systems Agency

	DISCOM
	Division Support Command

	DLA
	Defense Logistics Agency

	DMC 
	Distribution Management Center

	DMDC
	Defense Manpower Data Center

	DMMC
	Division Materiel Management Center

	DoD
	Department of Defense

	DODAAC
	Department of Defense Activity Address Code

	DODAAF
	Department of Defense Activity Address File

	DOIM
	Directorate of Information Management

	DOL
	Director of Logistics

	DOPIT
	Deployed Operations Process Improvement Team

	DOS
	Days of Supply

	DPW
	Director of Public Works 

	DPWL
	Director of Public Works and Logistics

	DRM
	Director of Resource Management

	DRMO
	Defense Reutilization and Marketing Office

	DRMS
	Defense Reutilization and Marketing Service

	DS 
	Direct Support

	DS4
	Direct Support Unit Standard Supply System

	DSA
	Direct Support Activity

	DSA
	Division Support Area

	DSB
	Deployment Support Brigade

	DSPA
	Deployment Stock Package Analyzer

	DSS
	Defense Standard System

	DSS
	Direct Support System

	DSU
	Direct Support Unit

	DTAV
	Department of Defense Total Asset Visibility

	DTO
	Division Transportation Officer

	DVD
	Direct Vendor Delivery

	E

	ECP
	Engineer Change Proposal

	EDA
	Equipment Downtime Analyzer

	EDI
	Electronic Data Interchange

	EMIS
	Executive Management Information System

	EOQ
	Economic Order Quantity

	EUWS
	End User Work Station

	EVD
	Enhanced Vendor Delivery

	F

	FEDLOG
	Federal Logistics Catalog

	FM 
	Field Manual

	FORSCOM
	Forces Command

	FRA
	Forward Repair Activity

	FSB
	Forward Support Battalion

	FSB/M
	Forward Support Battalion/Maintenance

	FSB/S
	Forward Support Battalion/Supply

	FSC
	Federal Supply Classification

	FTP
	File Transfer Protocol

	G

	GBL
	Government Bill of Lading

	GCCS
	Global Command and Control System

	GCCS-ARMY
	Global Combat Support System – Army

	GS
	General Support

	GSA
	General Services Administration

	GSU
	General Support Unit

	GP 
	Group

	GS 
	General Support

	GTN
	Global Transportation Network

	H

	HQ
	Headquarters

	HQDA
	Headquarters, Department of the Army

	I

	I&O

	Intermediate and Objective

	IAR
	Inventory Adjustment Report

	IAW
	In Accordance With

	IC3
	Integrated Command and Control, and Communications System

	ICP
	Inventory Control Point

	ICS3
	Integrated Combat Service Support STAMIS

	IDAPR
	Individual DSS (Direct Support System) Activity Performance Report

	ILAP
	Integrated Logistics Assessment Program

	ILOGS
	Integrated Logistics Systems

	IPD
	Issue Priority Designator

	IPG
	Issue Priority Group

	IPR
	In Process Review

	ITDA
	Installation Table of Distribution and Allowances

	ITO
	Installation Transportation Office

	ITV
	Intransit Visibility

	J

	JLOGS
	Joint Logistics (also Joint THEATER Logistics) Automated System

	JOPES
	Joint Operational Planning and Execution System

	JTF
	Joint Task Force

	L

	LG/LOG 
	Logistics

	LIA
	Logistics Integration Agency

	LIDB
	Logistics Integrated Data Base

	LIF
	Logistics Information File

	LIN
	Line Item Number

	LOC

	Line(s) of Communication

	LOGMARS
	Logistics Marking System

	LOGSA
	Logistics Support Activity

	LSE

	Logistics Support Element

	M

	MACOM

	Major Army Command

	MCC
 
	Movements Control Center

	MCT
	Movement Control Team

	MIRP
	Materiel Inventory Record Post

	MMC

	Materiel Management Center

	MOU 

	Memorandum of Understanding

	MRD
	Material Release Denial

	MRO
	Materiel Release Order

	MROCS
	Materiel Release Order Control System

	MSC
	Major Subordinate Command

	MSE

	Mobile Subscriber Equipment

	MST
	Maintenance Support Team/Mobile Support Team

	MT/MAINT 
	Maintenance

	N

	NCO
	Noncommissioned Officer

	NCOIC
	Noncommissioned Officer In Charge

	NICP
	National Inventory Control Point

	NMCS
	Non-Mission Capable – Supply

	NSL
	Non-stocked Line

	NSN
	National Stock Number

	NTC
	National Training Center

	O

	OCONUS
	Outside of the Continental United States

	ODCSLOG 
	Office of the Deputy Chief of Staff, Logistics

	OE
	Organization Effectiveness

	OER
	Officer Evaluation Report

	OMA
	Operations and Maintenance-Army

	ORG
	Organization or Organizational

	OSC
	Objective Supply Capability

	OSD
	Office of the Secretary of Defense

	OSRAP
	Optimum Stockage Requirements Analysis Program

	OST
	Order-Ship Time

	OSTPIT
	Order and Ship Process Improvement Team

	P

	PAM
	Pamphlet

	PC 
	Personal Computer

	PD
	Priority Designator

	PIT
	Process Improvement Team

	PLL
	Prescribed Load List

	PM
	Project Manager

	PMCS


	Preventive maintenance checks and services

	POC 

	Point of Contact

	POD
	Port of Debarkation

	POE
	Port of Embarkation

	PST
	Pacific Standard Time

	Q

	QM


	Quartermaster

	R

	RBS 
	Readiness Based Sparing

	RC
	Reserve Component

	RCT

	Repair Cycle Time

	RCTPIT
	Repair Cycle Time Process Improvement Team

	RDD
	Required Delivery Date

	RF
	Radio Frequency

	RO
	Requisition Objective

	ROD
	Report of Discrepancy

	RON/DON
	Requisition Order Number/Document Order Number

	ROP
	Reorder Point

	RP
	Release Point

	RQN
	Requisition

	RWT
	Requisition Wait Time

	RX
	Repairable Exchange

	S

	SAILS
	Standard Army Intermediate Level Supply System

	SAMS-1
	Standard Army Maintenance System

	SARSS
	Standard Army Retail Supply System

	SARSS - O
	Standard Army Retail Supply System – Objective

	SD
	Stockage Determination

	SDPIT
	Stockage Determination Process Improvement Team

	SDR
	Supply Discrepancy Report

	SIT
	Site Improvement Team

	SITREP
	Situation Report

	SOP

	Standing Operating Procedures

	SPBS-R
	Standard Property Book System – Redesign

	SPO
	Support Operations

	SPT

	Support

	SRC
	Standard Requirements Code

	SSA
	Supply  Support Activity 

	SSF
	Single Stock Fund

	STAMISs
	Standard Army Management Information Systems

	STANFINS 
	Standard Finance System

	STARFIARS
	Standard Army Financial Inventory Accounting and Reporting System

	T

	TAMCA
	Theater Army Movements Control Agency

	TAV
	Total Asset Visibility

	TC/TRANS

	Transportation

	TCN
	Transportation Control Number

	TDA
	Table of Distribution and Allowances

	TDM
	Total Distribution Management

	TDP
	Total Distribution Program

	TM
	Technical Manual

	TOE


	Table of Organization and Equipment

	TOF
	Transaction-Out File

	TRADOC
	Training and Doctrine Command

	TQM
	Total Quality Management

	U

	ULLS
	Unit Level Logistics System

	ULLS-A
	Unit Level Logistics System – Aviation

	ULLS-G
	Unit Level Logistics System – Ground

	ULLS-S4
	Unit Level Logistics System – S4

	UMMIPS
	Uniform Materiel Movement & Issue Priority System

	URS

	Unit Reference Sheet

	USTRANSCOM
	United States Transportation Command

	V

	VG
	Distribution Group

	DM
	Distribution Management

	W

	WOLF
	Work Order Logistics File

	WS
	Workstation
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Strategic Distribution 
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(SDMI)





Distribution Management Guide for Change Agents and Site Improvement Teams
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East Coast Cycle Synchronization

ULLS/SAMS customers submit replenishment requests to SARSS 1, which FINISHES closeout to SARSS 2 A/D by 1630 EST and transmits to SARSS 2A/C NLT 1730 EST.  SARSS-2A/C  transmits all business every 2 hours thru the SARSS Gateway (~1/2 hr transit time).  All undelayed requisitions should  reach ICPs by 2000 EST.  DDSP pulls down  from the Megacenter up to 6 times a day. That will get East Coast MROs on the next day’s DDSP truck at 2300 EST for next day delivery.  Total elapsed time from SARSS 1 closeout to SSA receipt can be as little as 30 hours using the AMS card to close the shipment.  

MESSAGE to SARSS 1 sites:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1630 daily. 

  2 A/C

out NLT

2000 EST

  2 A/D

out NLT

1900 EST

FINISH

SARSS 1

out NLT

1730 EST

START

SARSS 1

CLOSEOUT 1630 EST



EASTERN STANDARD TIME

NICPs

  1800

  2400

  1900

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DESC-DSCP

  1300 cycle

  2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

0800

1130

  1200

 2300

DDSP

1600

ICP RUN

   TIME

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

Pass Hi-Pri’s immediately

Eastern Standard

Time

  2400

0600

  1800

DSCC-DSCR

   1300 cycle

  2 1/2 hours

DESC-DSCP

   1130 cycle

  2 1/2 hours

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

  0100 cycle

 2 1/2 hours

1200

ICP RUN

   TIME

ICP RUN

   TIME

ICP RUN

   TIME

Scheduled Dedicated Trucks

LTL loads pulled throughout the day

0600



0000



0300



0000
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USAREUR Cycle Synchronization

ULLS/SAMS customers submit replenishment requests to SARSS 1, which FINISHES closeout to SARSS 2 A/D by 1530 CET and transmits to SARSS 2A/C NLT 1600 CET.  SARSS-2A/C (13th COSCOM MMC) transmits all business every 2 hours thru the SARSS Gateway (~1/2 hr transit time).  All undelayed requisitions should  reach ICPs by 1730 CET (1130 EST).  DDSP pulls down  from the Megacenter up to 6 times a day. That will get USAREUR MROs on the next day’s Emery truck at 1700 EST for next day delivery.  Total elapsed time from SARSS 1 closeout to SSA receipt can be as little as 40 hours using the AMS card to close the shipment.  

MESSAGE to SARSS 1 sites:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1530 daily. 

  2 A/C

out NLT

1700 EST

  2 A/D

out NLT

1600 EST

FINISH

SARSS 1

out NLT

1530 EST

START

SARSS 1

CLOSEOUT 1430 EST



EASTERN STANDARD TIME

NICPs

  1800

  2400

  1900

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DESC-DSCP

  1300 cycle

  2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

0800

1130

  1200

  1700

DDSP

1600

ICP RUN

   TIME

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

  1700

Pass Hi-Pri’s immediately

USAREUR

  2400

  1600

0600

  1800

DSCC-DSCR

   1300 cycle

  2 1/2 hours

DESC-DSCP

   1130 cycle

  2 1/2 hours

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

  0100 cycle

 2 1/2 hours

1200

ICP RUN

   TIME

ICP RUN

   TIME

1700

CENTRAL EUROPE TIME

ICP RUN

   TIME

Emery truck

0600



0000



  2000



0300
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USARJ Cycle Synchronization

For all ULLS/SAMS customers, submit replenishment requests to SARSS 1 by 1600 TST.  SARSS 1 accounts ought to FINISH closeout to SARSS 2A by 1800 TST.   SARSS 2A transmits to the SARSS-2AC/B NLT 2000 hrs.  SARSS-2AC/B (CTASC) transmits all business every 2 hours thru the SARSS Gateway (~1/2 hr transit time). Without Gateway or DAAS hold time, all undelayed requisitions should  reach ICPs by 0100 TST (1000 EST).  ICP process begins at 1130 EST (0230 TST).  DDJC will begin pull down  from the Megacenter at 2400 PST (1800 TST). That will get USARJ MROs on the COMALOC truck at 1500 that same day for next day flight  (DOC EST  to DEPOT Ship = 19 hrs).  

MESSAGE to SARSS 1 sites:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1800 daily. 

USARJ 

  1200

  1600

  2400

  1600

0500

  1800

  1200

0500

SARSS 2A

CLOSE OUT 

NLT 2000 TST

FINISH

SARSS 1

CLOSEOUT

NLT 1800 TST

START

SARSS 1

CLOSEOUT 1700 TST

  1400

     DDJC STARTS

    MIDNIGHT PULL

DSCC-DSCR

   0100 cycle

  2 1/2 hours

DESC-DSCP

   0000 cycle

  2 1/2 hours

     DDJC STARTS

   MIDNIGHT PULL

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

  1300 cycle

 2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

ICP RUN

   TIME

1130

   DDJC STARTS

      SELECTION

   DDJC SHARPE

     CLOSEOUT &

 TRUCK MANIFEST.

1700

  2400 PST

TRUCK LEAVES

SHARPE 1500

  2400

EASTERN STANDARD TIME

PACIFIC STANDARD TIME

NICPs

  1800

  2400

  1900

DDJC

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DESC-DSCP

  1300 cycle

  2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

   DDJC STARTS

   MIDNIGHT PULL

0800

1130

1500

ICP RUN

   TIME



DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

Pass Hi-Pri’s immediately

0800

  1800

  1700

TOKYO STANDARD TIME

  2400

  2000

 0000  GMT

1400

TOMORROW

TODAY

SARSS 2AC/B, 

GATEWAY & 

DAAS PASS 

THROUGH

0500



  2000



0330



0000





TODAY

TOMORROW

TODAY

TODAY
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HAWAII Cycle Synchronization

For all ULLS/SAMS customers possible, submit replenishment requests to SARSS 1 by 1200 HST.  SARSS 1 accounts ought to FINISH closeout to SARSS 2 AD or to 2AC/B  by 1400 HST.   SARSS-2AC/B (CTASCII) transmits all business every 2 hours thru the SARSS Gateway (~1/2 hr transit time). Depending on Gateway and DAAS hold times, all undelayed requisitions should  reach ICPs by 1800 HST (2400 EST).  ICP process begins at 0000 EST (1800 HST).  DDJC will begin pull down  from the Megacenter at 2400 PST (2200 HST). That will get HAWAII MROs on the COMALOC truck at 1500 the next day for next day flight  (DOC to DEPOT Ship = 20 hrs).  

MESSAGE to SARSS 1 sites:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1400 daily. 

  1200

  1600

  2200

  1400

0500

  1600

SARSS 2 AC/B

out NLT 1600 HST  

SARSS 2 AD

out NLT

1500 HST

FINISH

SARSS 1

out NLT

1400 HST

START

SARSS 1

CLOSEOUT 1300 HST

     DDJC STARTS

    MIDNIGHT PULL

DSCC-DSCR

   0100 cycle

  2 1/2 hours

DESC-DSCP

   0000 cycle

  2 1/2 hours

     DDJC STARTS

   MIDNIGHT PULL

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

  1300 cycle

 2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

   DDJC STARTS

    SELECTION 0500

1700

  2400

NICPs

EST

  1800

  2400

  1900

DDJC

PST

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DESC-DSCP

  1300 cycle

  2 1/2 hours

ICP RUN

   TIME

0800

1130

1500

ICP RUN

   TIME



DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

Pass Hi-Pri’s immediately

  2400

 0000  GMT

1200

TRUCK LEAVES

SHARPE 1500

HST

HST

  1800





ICP RUN

   TIME

2400





ICP RUN

   TIME

0200
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ARCENT AOR Cycle Synchronization

ULLS/SAMS customers submit replenishment requests to SARSS 1, which FINISHES closeout to SARSS 2 A/C by 1730 MTZ.  SARSS-2A/C (321ST TSCMMC) transmits all business every 2 hours thru the SARSS Gateway (~1/2 hr transit time).  All undelayed requisitions should  reach ICPs by 2130 MTZ (1130 EST).  DDSP pulls down  from the Megacenter up to 6 times a day. That will get ARCENT MROs on the next day’s Emery truck at 1700 EST for next day delivery.  Total elapsed time from SARSS 1 closeout to SSA receipt can be as little as 43 hours using the AMS card to close the shipment.  

MESSAGE to SARSS 1 sites:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1730 daily. 

  2 A/C

out NLT

1000 CST

START

SARSS 1

CLOSEOUT 1730 MTZ



EASTERN STANDARD TIME

NICPs

  2400

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DESC-DSCP

  1300 cycle

  2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

0800

1130

  1200

  1700

DDSP

1600

ICP RUN

   TIME

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

  1000

Pass Hi-Pri’s immediately

ARCENT

  1600

0600

DSCC-DSCR

   1300 cycle

  2 1/2 hours

DESC-DSCP

   1130 cycle

  2 1/2 hours

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

  0100 cycle

 2 1/2 hours

MARITIUS TIME ZONE

ICP RUN

   TIME

ICP RUN

   TIME

GMT

0600



0000



FINISH

SARSS 1

out NLT

1830 MTZ



  2000



0300



  2400



1200





ICP RUN

   TIME
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USFK Cycle Synchronization

For all ULLS/SAMS customers possible, submit replenishment requests to SARSS 1 by 1500 KST.  SARSS 1 accounts ought to FINISH closeout to SARSS 2 AD or to 2AC/B  by 1900 KST.   SARSS-2AC/B (CTASC) transmits all business every 2 hours thru the SARSS Gateway (~1/2 hr transit time). Depending on Gateway and DAAS hold times, all undelayed requisitions should  reach ICPs by 0100 KST (1000 EST).  ICP process begins at 1130 EST (0230 KST).  DDJC will begin pull down  from the Megacenter at 2400 PST (1800 KST). That will get USFK MROs on the COMALOC truck at 1500 that same day for next day flight  (DOC EST to DEPOT Ship = 19 hrs).  

MESSAGE to SARSS 1 sites:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1900 daily. 

USFK 

  1200

  1600

  2400

  1600

0500

  1800

  1200

0500

  2000

SARSS 2 AC/B

out NLT 2200 KST  

SARSS 2 AD

out NLT

2100 KST

FINISH

SARSS 1

out NLT

1900 KST

START

SARSS 1

CLOSEOUT 1700 KST

  1400

     DDJC STARTS

    MIDNIGHT PULL

DSCC-DSCR

   0100 cycle

  2 1/2 hours

DESC-DSCP

   0000 cycle

  2 1/2 hours

     DDJC STARTS

   MIDNIGHT PULL

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

  1300 cycle

 2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

ICP RUN

   TIME

1130

   DDJC STARTS

      SELECTION

   DDJC SHARPE

     CLOSEOUT &

 TRUCK MANIFEST.

1700

  2400 PST

TRUCK LEAVES

SHARPE 1500

  2400

EASTERN STANDARD TIME

PACIFIC STANDARD TIME

NICPs

  1800

  2400

  1900

DDJC

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DESC-DSCP

  1300 cycle

  2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

   DDJC STARTS

   MIDNIGHT PULL

0800

1130

1500

ICP RUN

   TIME



DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

  2100

Pass Hi-Pri’s immediately

0800

  1900

  1700

KOREA STANDARD TIME

  2400

  2200

 0000  GMT

1400

0200

TOMORROW

TODAY

0500



0330



0000





TODAY

TOMORROW

TODAY

TODAY
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Mid-America Cycle Synchronization

ULLS/SAMS customers submit replenishment requests to SARSS 1, which FINISHES closeout to SARSS 2 A/D by 1830 CST and transmits to SARSS 2A/C NLT 1830 CST.  SARSS-2A/C  transmits all business every 2 hours thru the SARSS Gateway (~1/2 hr transit time).  All undelayed requisitions should  reach ICPs by 2100 CST.  DDSP and DDJC pull down  from the Megacenter up to 6 times a day. That will get Central Zone MROs on the next day’s DDC trucks in time for  next day or day two delivery.  Total elapsed time from SARSS 1 closeout to SSA receipt can be as little as 30 hours using the AMS card to close the shipment.  

MESSAGE to SARSS 1 sites:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1830 daily. 

  2 A/C

out NLT

2100 CST

  2 A/D

out NLT

1900 CST

FINISH

SARSS 1

out NLT

1830 CST

START

SARSS 1

CLOSEOUT 1730 CST



Pass Hi-Pri’s immediately

Central Standard Time

  2300

0500

  1700

DSCC-DSCR

   1300 cycle

  2 1/2 hours

DESC-DSCP

   1130 cycle

  2 1/2 hours

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

  0100 cycle

 2 1/2 hours

1100

ICP RUN

   TIME

ICP RUN

   TIME

ICP RUN

   TIME

Eastern Standard Time

  1200

 2300

DDSP

0000

Scheduled Dedicated Trucks

Leave

LTL loads pulled throughout the day

Pacific Standard Time

  0900

 2000

0300

DDJC

2100

Scheduled Dedicated Trucks

Leave

LTL loads pulled throughout the day

0200



  1800

  2400

  1900

0800

1130

1600

NICPs





















































DSCC-DSCR

   0000 cycle

  2 1/2 hours



DSCC-DSCR

   1130 cycle

  2 1/2 hours



DESC-DSCP

   0100 cycle

   2 1/2 hours



DESC-DSCP

  1300 cycle

  2 1/2 hours



ICP RUN

   TIME



ICP RUN

   TIME











ICP RUN

   TIME

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours



2300



0600
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West Coast Cycle Synchronization

ULLS/SAMS customers submit replenishment requests to SARSS 1, which FINISHES closeout to SARSS 2 A/D by 1700 PST and transmits to SARSS 2A/C NLT 1800 PST.  SARSS-2A/C (304th CTASC) transmits all business every 2 hours thru the SARSS Gateway (~1/2 hr transit time).  All undelayed requisitions should  reach ICPs by 2000 PST (2300 EST).  DDJC will begin pull down  from the Megacenter at 0000. That will get the installation MROs on the depot truck at 1700 that same day for next day delivery.  Total elapsed time from SARSS 1 closeout to SSA receipt can be as little as 17 hours using the AMS card to close the shipment.  

MESSAGE to SARSS 1 sites:

1. Establish today’s work today

2. Do Trans-in/Trans-out frequently

3. Work MRF frequently.

4. Finish Close out NLT 1700 daily. 

Installation

  1200

  1600

  2400

  1600

0500

  1800

  1200

0500

  2 A/C

out NLT

1900 PST

  2 A/D

out NLT

1800 PST

FINISH

SARSS 1

out NLT

1700 PST

START

SARSS 1

CLOSEOUT 1500 PST

  1400

     DDJC STARTS

    MIDNIGHT PULL

DSCC-DSCR

   0100 cycle

  2 1/2 hours

DESC-DSCP

   0000 cycle

  2 1/2 hours

     DDJC STARTS

   MIDNIGHT PULL

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

  1300 cycle

 2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

ICP RUN

   TIME

1130

   DDJC STARTS

      SELECTION

   DDJC SHARPE

     CLOSEOUT &

 TRUCK MANIFEST

  TRANS CUT-OFF.

1700

  2400

TRUCK LEAVES

SHARPE 1900

  2400

EASTERN STANDARD TIME

PACIFIC STANDARD TIME

NICPs

  1800

  2400

  1900

DDJC

DSCC-DSCR

   0000 cycle

  2 1/2 hours

DSCC-DSCR

   1130 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

DESC-DSCP

  1300 cycle

  2 1/2 hours

ICP RUN

   TIME

ICP RUN

   TIME

   DDJC STARTS

   MIDNIGHT PULL

0800

1130

1500

ICP RUN

   TIME



DSCC-DSCR

   0000 cycle

  2 1/2 hours

DESC-DSCP

   0100 cycle

   2 1/2 hours

  1900

  1800

Pass Hi-Pri’s immediately

TRUCK ARRIVES

NTC 0800

0800

  1700

  1500

0500



  2000



0330



0330



0000
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SINGLE STOCK FUND 





STATUS:

 

  ODCSLOG - PM



  CASCOM



   AMC



  TRADOC



  FORSCOM



  USAREUR         



  USARPAC



  OCAR



   NGB



   EUSA



   

WHERE WE ARE

WHERE WE’RE GOING

PHASED

APPROACH

SUPPLY, MAINTENANCE, AND FINANCE 

 UNDER A SINGLE MANAGER

OMA

National

Installation

Unit

NICP

IRA

CORPS RPC &

OMA RETENTION

THEATER OMA

RETENTION

DOL GS RX

Depot

Stocks

Depot

Maint

M

I

L

E

S

T

O

N

E

S

1

FY01

2

FY01

3

FY02

Unit PLL

DIV ASL

DIV ASL

DIV ASL

MULTIPLE SALES/LAYERS/OWNERS

OF STOCK

National

SSF

Unit

NICP

DIV ASL

DIV ASL

Unit PLL

Unit PLL

DIV ASL

Unit PLL

Integrated 

   Stocks



At Multiple

Locations:

- Depot

- Theater

- Corps

- Installation

- Vendors



  

  At Multiple

  Locations:

- Depots

- Installations

- Contractors

Integrated

Maintenance

		 OSD directed 

		 Optimizes ISM - Nat Maint Mgr

		 Efficient & effective integrated logistics & 



  financial system to ensure combat

   readiness of force at a minimum cost to DA

		 Single Manager for a seamless supply & maintenance



     process, supported by a single automation  architecture

     (Single Stock Fund)

		 Credit that is minimal, need-based, predictable, simple

		 Requirements & Asset Visibility for both providers



     and consumers

		 Easy to Use & Easy to Train



		   Nov 97: VCSA Decision

		   Dec 97:  PM SSF appointed 

		   Implementation Phased and Event Driven



       Oct  98   M/S 1A:  OA distribution by AMC 

       Mar 99  SSF GOWG approved combining M/S 1& 2

       May 00   3 mo. Demo at  Fts Sill, Lewis, Redstone - 60  	

	days into Demo - Demo IPR - for decision 	

	to proceed to Implementation     

        Jul 00  Demo Ends

        Oct 00 (FY01)  Implementation & Single Cr 

                      NSN by  NSN  
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